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Introduction

Welcome to TrustNLP 2024, the fourth Workshop on Trustworthy Natural Language Processing. Co-
located with NAACL 2024, the workshop is scheduled for June 21, 2024. To facilitate the participation
of the global NLP community, we conduct this year’s workshop in a hybrid format.

The continued evolution of Large Language Models (LLMs) has led to unprecedented growth in Natural
Language Processing applications. Incorporating vision capabilities into AI-powered content creation
tools, such as Anthropic’s Claude 2.0 and OpenAI’s ChatGPT 4.0, has ushered in a new era of creative
writing and multimodal interaction. The release of new text-to-video models (Sora, Gen-2, Pika) and the
integration of text-to-image models into widely adopted tools (DALL-E 3, Firefly) has further expanded
the creative possibilities. In the healthcare domain, MedPaLM 2, Google’s medical LLM, has demonstra-
ted impressive performance in medical question answering. However, as these advancements continue to
shape various aspects of our lives, they also raise pressing concerns about the ethical, social, and techni-
cal implications of their widespread adoption. Therefore, as the influence of these technologies grows,
so does the need for responsible development and deployment practices.

In response to these challenges, the NLP community has been actively pursuing research on various
aspects of trustworthiness, such as fairness, safety, privacy, and transparency. However, these efforts
have often been siloed, limiting our understanding of the complex interplay between these objectives.
For example, ensuring fairness might necessitate access to sensitive user data, which could compromise
privacy. The TrustNLP 2024 workshop aims to foster a more holistic approach to Trustworthy NLP by
bringing together researchers working on these interconnected topics and encouraging dialogue on their
intersections.

Our agenda features four keynote speeches, a presentation session, and two poster sessions. This year,
we were delighted to receive 44 submissions, out of which 40 papers were accepted. Among these, 21
have been included in our proceedings. These papers span a wide array of topics including fairness,
robustness, factuality, privacy, explainability, and model analysis in NLP.

We would like to express our gratitude to all the authors, committee members, keynote speakers, and
participants and gratefully acknowledge Amazon’s generous sponsorship.
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