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Abstract

Legal documents are often characterized by
complex language, including jargon and tech-
nical terms, making them challenging for Nat-
ural Language Processing (NLP) applications.
We apply the readability-controlled text mod-
ification task with an emphasis on legal texts
simplification. Additionally, our work explores
an evaluation based on the comparison of word
complexity in the documents using Zipf scale,
demonstrating the models’ ability to simplify
text according to the target readability scores,
while also identifying a limit to this capabil-
ity. Our results with Llama-3 and Sabiá-2 show
that while the complexity score decreases with
higher readability targets, there is a trade-off
with reduced semantic similarity.

1 Introduction

Legal documents, in their majority, have a complex
language, characterized by the use of jargon and
words that are infrequently used in common vocab-
ulary, as well as domain-specific technical terms
Cemri et al. (2022a), Collantes et al. (2015). These
features hinder access to information for the Brazil-
ian population and pose a challenge that must be
addressed by the Brazilian justice system.

Most text simplification approaches require a
ground truth, typically provided by human experts
Huang and Kochmar (2024). However, the avail-
ability of resources and techniques for Brazilian
Portuguese is limited, and even more so when con-
sidering the specific task of text simplification in
the legal domain.

The task of automatic text simplification is a
natural language processing task whose objective is
to modify the text to make it more understandable.

In this work, we evaluate the simplification of
Brazilian legal rulings, using the method proposed
by Farajidizaji et al. (2024), and propose an evalu-
ation approach that considers complex words spe-
cific to the evaluated domain.

Figure 1: Example of a text simplification selected from
the dataset. Highlighted excerpts: 1) in English, "al-
lows for an early judgment on the merits of the case",
simplification could be translated to "can be decided be-
fore reaching a conclusion"; 2) in English, "the claim’s
success is warranted", simplified to "the case should be
decided in favor of the plaintiff" (FRES 55) and "the
case goes well for the plaintiff" (FRES 75);

As far as we know, this is the first work evaluat-
ing LLMs for text simplification focused on legal
documents in Brazilian Portuguese.

2 Related Work

In (Cemri et al., 2022b), the authors present USLT,
an unsupervised method that identifies complex
words through word frequency and applies mea-
sures to quantify complexity. These complex terms
are replaced by candidates predicted by a masked
language model and ranked based on various word
characteristics. Finally, the solution applies sen-
tence splitting, breaking down the original sentence
into smaller ones. The results of the study show
that the proposed method offers advantages over
previous models developed for regular language.
Moreover, it demonstrates that using a specific cor-
pus and language models improves text simplifica-
tion in legal documents.
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In (Urchs et al., 2022), the authors describe a
study on the automatic simplification of legal texts
to make them more accessible to people with low
literacy levels. The study focuses on South Korean
legislation, comparing the original version with its
official simplified version and exploring the differ-
ences between them in terms of sentence length,
use of passive voice, and modal verbs, among other
factors. The first model used is LSBert, specialized
in lexical simplification. The second is a combina-
tion of ACCESS and MUSS, which paraphrases the
original sentences. The authors conclude that while
these models can quantitatively reduce complex-
ity, they may struggle to retain all the important
information from the original text.

Recently, Farajidizaji et al., 2024 presented a
new task of readability-controlled text modification,
along with new metrics. The work evaluates that
LLM models like ChatGPT and Llama-2 are capa-
ble of paraphrasing texts using readability scores
as a target, although the final readability remains
correlated with the original text. This work applies
the methodology proposed by Farajidizaji et al.,
2024, but focuses on higher FRES scores, aiming
to evaluate only text simplification given a target
score.

3 Methodology

3.1 Readability-controlled text modification
task

The readability-controlled text modification task,
presented in (Farajidizaji et al., 2024), defines that
for each text, 8 variations are generated based on
a target readability score. The function chosen to
calculate the target score was the Flesch Reading
Ease (FRES) index. Each range of the FRES index
results in a text variation.

In this work, our goal is to evaluate the sim-
plification capability, i.e., higher scores of FRES.
Therefore, we will generate 5 variations of the origi-
nal text, considering the following target readability
scores: r1 = 55, r2 = 65, r3 = 75, r4 = 85, and r5
= 95. Each value of r represents half of the FRES
score range.

3.2 Flesch reading Ease Portuguese
Adaptation

The FRES score was originally developed for En-
glish and indicates that the higher the score, the eas-
ier the text is to read. The score takes into account
the number of words, the number of sentences, and

US Brazil
5th grade 5º ano do Ensino

Fundamental I
6th grade 6º ano do Ensino

Fundamental II
7th grade 7º ano do Ensino

Fundamental II
8-9th grade 8º ano ao 9º ano do Ensino

Fundamental II
10-12th grade 1º ao 3º ano do Ensino Médio

Table 1: Proposed correspondence between education
levels in the US and Brazil for the interpretability of the
FRES index.

the number of syllables.
In this work, we will use an adaptation of the

Flesch score for Brazilian Portuguese, presented
by (Scarton and Aluísio, 2010).

The formula of the proposed adaptation is indi-
cated by Equation 1.

248.835− (1.015ASL)− (84.6 ∗ASW ) (1)

where ASL = average sentence length (the num-
ber of words divided by the number of sentences)
and ASW = average number of syllables per word
(the number of syllables divided by the number of
words).

Originally, each FRES score range can be inter-
preted as an education level and is accompanied by
a description that details the meaning of each range.
However, these levels and descriptions are appli-
cable to the English language and the education
system in the United States. The education level
and description will be used in the experiments
as text input, which is why we also adapted this
information.

Similar to the United States, Brazil also has a
12-year educational system, and the age at each
educational level is the same. For this reason, we
adapted the corresponding education level for each
FRES score range. The level and description will
be used as input in the experiments. Table 1 shows
the proposed correspondences.

3.3 Evaluation

Originally in (Farajidizaji et al., 2024), three levels
of evaluations are performed.

First, at the individual level, for each example in
the dataset, the model is evaluated on three aspects
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concerning the expected readability score: ranking,
regression, and classification.

In ranking, Spearman’s correlation is calculated
to measure whether the ranking of the generated
rewrites is maintained relative to the target scores.
In regression, the root mean square error (RMSE)
between the target score and the actual score of the
generated text is calculated. The formula is given
by Equation 2.

rmse =

[
1

5

∑

r∈R
(F (y(r))− r)2

]1/2
(2)

where F represent FRES funcion from Equation
1, y(r) is the text generated with target score r. R
is the list of target scores to evaluation. Finally,
in classification, the accuracy (Equation 3) of the
calculated score is checked within the expected
FRES score complexity range, given the target.

acc =
1

5

∑

r∈R
1A(r)(F (y(r))) (3)

For the three aspects at the individual level, the
mean is reported across the dataset.

The second level of evaluation is called
Population-scale readability control, where a
decorrelation between the generated text and its
source is expected. However, since this work aims
to evaluate text simplification, a dependency on
the source text is expected. This level will not be
evaluated.

In the third and final level, paraphrase metrics
are evaluated. The word error rate (WER 1) is cal-
culated to measure the lexical divergence between
the original and generated texts. Another metric
evaluated is the BERTScore 2, which assesses the
semantic similarity between the generated and orig-
inal texts, using cosine similarity between the em-
beddings of each text.

Additionally, we will evaluate the number of
complex words in the original text and in the rewrit-
ten texts for each target score.

3.4 Using Complex Word Identification as
Score

In (Cemri et al., 2022b), part of the proposed lex-
ical simplification system is the identification of

1Implementation available on https://github.com/
jitsi/jiwer.

2Implementation available on https://huggingface.
co/spaces/evaluate-metric/bertscore.

complex words (CWI), which is performed auto-
matically without requiring a predetermined list of
labeled complex words. The work uses word fre-
quency across two different corpora to determine
the list of complex words.

According to Zipf’s law, words with lower fre-
quency tend to be longer and more complex than
more frequent and shorter words (Quijada and
Medero, 2016). Word frequency was also high-
lighted as the most effective way to determine word
complexity in the study conducted in (Paetzold and
Specia, 2016).

To allow comparison between two corpora of dif-
ferent sizes, word frequency was calculated based
on the Zipf scale (van Heuven et al., 2014). The
Zipf scale is logarithmic, ranging from very low
(Zipf value 1) to very high (Zipf value 7) frequency
words, and can be represented by Equation 4.

Zipf = log

((
wf ∗ 1000000
corpus_size

)
+ 3

)
(4)

where wf is the word frequency.
For the complex word score, we are interested in

words that are more frequent in the domain corpus
and less frequent in the Portuguese corpus. For
the Brazilian Portuguese corpus, we considered
BrWaC Wagner Filho et al. (2018). BrWaC is a
large Brazilian corpus created from web pages, con-
taining 2.7 billion tokens.

Based on the normalized frequency (Zipf value)
of the two corpora, we can propose a simple metric
that creates a complexity ranking of the words in
the domain corpus. The score for each word is
given by Equation 5.

cws = (1+zipf_domain)∗r_zipf_brwac) (5)

where zipf_domain is the word’s frequency
in Zipf value in the domain corpus, and
r_zipf_brwac is the word’s ranking index in
BrWaC.

As we are only interested in the rarest words in
the domain corpus, we consider as complex words
only those with a frequency higher than the average
frequency in the domain corpus.

The complex score evaluated in the results is the
sum of the scores of the complex words identified
in the evaluated text. This metrics allow us evalu-
ate the generated text automatically, without data
annotation.
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# examples # words # sentences # paragraphs
10000 216.2 ±18.6 9.9 ±4.2 5.8 ±2.5

Table 2: Statistics of the legal text dataset used in the experiments.

complexity_score =
∑

x∈CWL

(cws) (6)

where x is each word in the text that belongs to
the list of complex words in the domain (CWL),
and cws is the complexity score of each word.

4 Experiments

4.1 Data
In order to conduct experiments in the context of le-
gal sentence simplification, we prepared a specific
dataset for evaluation.

The data used in the experiments are a subset
of sentence documents downloaded from the São
Paulo State Court website. A total of 80,000 pub-
lic court sentence documents were downloaded
from the period of 2021-06-01 to 2024-06-30, from
1,856 different judges. For this work, only judges
with 30 or more sentences were considered, result-
ing in 195 judges.

The documents were pre-processed, segmenting
and extracting the reasoning section of the legal
sentences. The final dataset consists of 10,000
documents, with each document being either the
entire reasoning or a part of it. Table 2 describe the
stats.

4.2 Zero-shot
For the evaluations, we used the Llama-3 (Dubey
et al., 2024) (llama3-8b-8192) and Sabiá-2
(Almeida et al., 2024) (sabia-2-small) models.
Inferences for both models were performed via API.
The Llama-3 model was accessed through the Groq
platform 3 (with free credits available until the pub-
lication of this work), and the Sabiá-2 model was
accessed through the Maritaca AI platform 4, with
our own credits. The cost per million tokens is
currently R$ 1.00 for input tokens and R$ 3.00 for
output tokens.

The input prompts were based on the education
level and description of the FRES score interpre-
tation adapted for Portuguese, as shown in Table

3https://groq.com.
4API documentation https://docs.maritaca.ai/pt/

modelos.

1. The prompts used are described in Table 3. Ap-
pendix A describes original prompts

In addition to the text to be evaluated and the
simplification instructions for each FRES score
range, a supplementary prompt was added to pre-
vent model hallucination, different language output
and unnecessary structure formatting. The supple-
mentary prompt includes:

• Do not add facts that do not exist in the orig-
inal text: In some cases, the model generated
facts that could be inferred from the original
text but were not explicitly mentioned.

• Generate only the rewritten text and in Por-
tuguese: In some cases, the Llama-3 model
generated part of the output in English or de-
scribed what had been done. For example:
"Here is the rewritten document..."

• Do not segment or separate the text: Since
these are parts of a sentence document, in
some cases the model generated headers that
structured the output into sections commonly
found in such documents, such as Reasoning
and Decision.

To demonstrate, without considering the comple-
mentary prompt, the Llama-3 model generated the
following excerpts as part of the text simplification
output for some documents in the dataset:

• "Espero que isso ajude!" (I hope this helps!);

• "Espero que isso seja fácil de entender!" (I
hope this is easy to understand!);

• "Lembre-se de que o texto original é um tre-
cho de um julgamento e foi escrito em um
estilo jurídico, então foi necessário adaptá-lo
para que fosse mais fácil de entender para um
estudante do 7º ano do Ensino Fundamental
II." (Keep in mind that the original text is an
excerpt from a legal ruling and was written in
a legal style, so it had to be adapted to make it
easier to understand for a 7th-grade student.);
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Target score Prompt

55
Reescreva este documento para o nível escolar do 1º ao 3º ano do Ensino Médio
(Brasil). Deve ser relativamente difícil de ler.

65
Reescreva este documento para o nível escolar do 8º ano ao 9º ano do Ensino
Fundamental II (Brasil). Deve ser em português claro e facilmente compreendido
por estudantes de 13 a 15 anos.

75
Reescreva este documento para o nível escolar do 7º ano do Ensino Fundamental
II (Brasil). Deve ser relativamente fácil de ler.

85
Reescreva este documento para o nível escolar do 6º ano do Ensino Fundamental
II (Brasil). Deve ser fácil de ler e em portugûes coloquial, adequado para o público
em geral.

95
Reescreva este documento para o nível escolar do 5º ano do Ensino Fundamental I
(Brasil). Deve ser muito fácil de ler e de fácil entendimento para estudantes com
média de 11 anos de idade.

Table 3: Prompts considering each target score, in Brazilian Portuguese, translated from English and aligned with
the educational level mentioned in Table 1. Appendix A describes original prompts in English.

Model p(↑) rmse(↓) acc(↑)
Original data 0.0 44.35±14.63 2.24±6.52

Llama-3 61.05±37.38 24.46±10.13 10.89±15.32

Sabiá-2 22.76±49.64 20.41±7.29 16.51±15.14

Table 4: Mean of the individual-level metrics: p value (%) is the Spearman’s rank correlation coefficient, rmse
measures regression ability, and accuracy of the generated scores classification.

Target WER BERTScore (F1)
55 73,6 ±34.0 78,1 ±6.1

65 84,1 ±39.8 74,4 ±5.1

75 82,9 ±11.1 74,4 ±5.1

85 87,4 ±10.2 72,1 ±4.8

95 87,2 ±33.2 72.0 ±4.7

Table 5: Lexical divergence metrics (WER) and seman-
tic similarity (BERTScore) between the original and
generated texts, to model Llama-3. The mean of all
examples with one standard deviation.

Target WER BERTScore (F1)
55 90,9 ±25.0 72,8 ±7.8

65 102,8 ±19.2 69,9 ±5.5

75 98,9 ±18.2 70,3 ±5.6

85 102.0 ±17.6 68,3 ±5.1

95 101,8 ±15.4 67,8 ±4.5

Table 6: Lexical divergence metrics (WER) and seman-
tic similarity (BERTScore) between the original and
generated texts, to model Sabiá-2. The mean of all ex-
amples with one standard deviation.

5 Results and Discussion

Table 4 presents the evaluation metrics at the indi-
vidual level. The item described as "Original data"
refers to the original text, which was also evaluated
in some of the metrics based on the target scores.

When analyzing the correlation coefficient ap-
plied to the generated ranking, we observe that in
the Llama-3 model, despite the zero-shot imple-
mentation not achieving the target scores exactly, it
has a moderate correlation of 61.05% with the ex-
pected scores. On the other hand, the correlation of
the Sabiá-2 model is weak (20.76 %). It is also in-
teresting to note that, despite the Sabiá-2 model
being trained in Brazilian Portuguese, Llama-3
achieves 38 points higher based on the target score
ranking. On the other hand, when evaluating the
mean squared error of the proposed models, we
find that both models achieve a lower error than the
original data. However, a high error is expected in
relation to the original data, as it is repeated when
measured against the expected scores.

Tables 5 and 6 present the paraphrase metrics
for Llama-3 and Sabiá-2, respectively. It is possi-
ble to see that in both models, the word error rate
increases with higher target readability scores, in-
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Target Sabiá-2 (%) Llama-3 (%)
55 0,336 (71,1%) 0,571 (50,9%)
65 0,301 (74,2%) 0,457 (60,8%)
75 0,288 (75,3%) 0,401 (65,5%)
85 0,242 (79,2%) 0,355 (69,5%)
95 0,238 (79,5%) 0,342 (70,6%)

Table 7: The mean of complexity score achieved at
each readability target score. The presented percentage
represents the reduction compared to the original text
score. For example, at the target score of 85, the Sabiá-2
model shows a 79.2% reduction in the complexity score.

dicating that the generated texts have a high degree
of lexical divergence. This behavior is expected
when simplifying a text. It is also observed that the
Sabiá-2 model has an average advantage of 16.24%
over Llama-3, considering all scores. On the other
hand, it is also expected that the generated text
remains semantically similar to the original text.
In this case, for all target readability scores, the
Llama-3 model outperformed Sabiá-2, achieving a
mean F1 score of 74.2%, while the mean F1 score
for Sabiá-2 was 69.82%.

Finally, we have the evaluation of complex
words presented in Table 7. Both models show
a reduction in the complexity of the words used,
considering the original complexity of 1.1635. The
Sabiá-2 model has a significant advantage, with
an average reduction of 75.84% in the complexity
score, while the reduction is 63.44% in Llama-3. It
can also be observed that the difference between
the target scores of 85 and 95 shows no significant
reduction in complexity, which can be interpreted
as a simplification limit reached by the models.

6 Conclusions

This work applies the task of readability-controlled
text modification, focusing on the simplification
of legal texts. We explore an approach based on
complex word identification to evaluate the a text
based on word complexity, indicating that the eval-
uated models have simplification capabilities and
that there is a limit to this capacity, considering the
proposed target scores.

In both evaluated models, Llama-3 and Sabiá-2,
we observed that the complexity score decreases
with higher readability scores, but with a reduction
in the semantic similarity metric, highlighting the
challenge of balancing simplification while preserv-
ing the main points of the original text.

7 Ethics Statement

This work does not raise any ethical concerns.

8 Limitations

We believe that the score based on complex word
identification can be improved, as there is improve-
ments for enhancement in the preprocessing of
domain-specific texts. Additionally, the creation of
a unified metric that considers various aspects of
the generated text could simplify the evaluation of
results, instead of assessing each metric in isola-
tion.

Finally, adapting the steps into a framework that
can be applied to domains beyond justice and legal
texts.

9 Lay Summary

This research focuses on evaluating the simplifi-
cation of Brazilian legal rulings using large lan-
guage models (LLMs). Legal documents are often
complex, making it difficult for the general public
to understand their content. The study examines
whether modern language models can simplify le-
gal texts while preserving their original meaning,
aiming to improve accessibility to legal informa-
tion. The main question addressed by the study is
whether large language models can automatically
simplify Brazilian legal texts. The main question
addressed by the study is whether large language
models can automatically simplify Brazilian legal
texts. Most simplification methods are validated
by comparing them to human-made simplifications.
However, such resources are limited for Brazilian
Portuguese, particularly in the legal domain, mak-
ing this task both challenging and significant for
advancing language technologies in this field.

The findings show that the models are capable
of simplifying legal sentences, but there is a trade-
off. While both models reduce the complexity of
the language used, they also decrease the semantic
similarity with the original text, highlighting the
challenge of simplifying text while maintaining its
core meaning.

This work can benefit Brazilian society by mak-
ing legal documents more accessible, potentially
improving public understanding and compliance
with legal decisions. Further research and advance-
ments in this field are needed to enhance the bal-
ance between simplification and the preservation
of original meaning.
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A Appendix: Original prompts

This appendix provides the original list of prompts
in English for each target score used. The prompts
below were translated into Brazilian Portuguese,
and the school grade levels were adapted to match
the Brazilian education system.

A.1 FRES Target 55

Paraphrase this document for 10th-12th grade
school level (US). It should be fairly difficult to
read.

A.2 FRES Target 65

Paraphrase this document for 8th/9th grade school
level (US). It should be plain English and easily
understood by 13- to 15-year-old students.
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A.3 FRES Target 75
Paraphrase this document for 7th grade school level
(US). It should be fairly easy to read.

A.4 FRES Target 85
Paraphrase this document for 6th grade school level
(US). It should be easy to read and conversational
English for consumers.

A.5 FRES Target 95
Paraphrase this document for 5th grade school level
(US). It should be very easy to read and easily
understood by an average 11-year old student.
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