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Abstract
The success of Large Language Models
(LLMs) in other domains has raised the ques-
tion of whether LLMs can reliably assess and
manipulate the readability of text. We approach
this question empirically. First, using a pub-
lished corpus of 4,724 English text excerpts, we
find that readability estimates produced “zero-
shot” from GPT-4 Turbo and GPT-4o mini ex-
hibit relatively high correlation with human
judgments (r = 0.76 and r = 0.74, respec-
tively), out-performing estimates derived from
traditional readability formulas and various psy-
cholinguistic indices. Then, in a pre-registered
human experiment (N = 59), we ask whether
Turbo can reliably make text easier or harder to
read. We find evidence to support this hypoth-
esis, though considerable variance in human
judgments remains unexplained. We conclude
by discussing the limitations of this approach,
including limited scope, as well as the validity
of the “readability” construct and its depen-
dence on context, audience, and goal.

1 Introduction

The ease with which a text can be read or under-
stood is called readability. Measuring and mod-
ifying readability has been a topic of interest for
decades (Lively and Pressey, 1923; Flesch, 1948;
Crossley et al., 2023b), with potential applications
ranging from selecting and curating educational
materials (Solnyshkina et al., 2017; Creutz, 2024;
Liu and Lee, 2023) to making legal, medical, or
other technical documents more accessible (Ghosh
et al., 2022; Rosati, 2023; Chen et al., 2023). Meth-
ods for assessing readability, in turn, include: tests
of reading comprehension, formulas incorporat-
ing basic text features (Lively and Pressey, 1923;
Flesch, 1948) or psycholinguistic variables (Kyle
and Crossley, 2015), and approaches using super-
vised learning to estimate readability from labeled
text data (Schwarm and Ostendorf, 2005; Martinc
et al., 2021).

Recent advances in Large Language Models
(LLMs) (Brown et al., 2020) has led to interest in
exploring the capacities and applications of these
systems—including measuring and modifying the
readability of text (Ribeiro et al., 2023; Li et al.,
2023; Crossley et al., 2023a; Patel et al., 2023;
Farajidizaji et al., 2023). In the current work, we
approach this question empirically.

In Section 2, we describe in more detail past
work on measuring and modifying readability of
text automatically. Then, in Section 3, we empir-
ically assess the ability of a state-of-the-art LLM
(GPT-4 Turbo) to measure readability “zero-shot”.
Next, in a pre-registered human experiment, we
ask whether GPT-4 Turbo can be used to mod-
ify text readability (Section 4). Finally, we con-
clude by discussing the implications of the current
work (Section 5), as well as its limitations (Section
6). Note that all code and data can be found on
GitHub: https://github.com/seantrott/llm_
readability.

2 Related Work

As described in Section 1, efforts to quantify the
readability of text date back at least a century
(Lively and Pressey, 1923). For many decades,
approaches relied on hand-crafted features thought
to correlate with (or be causally implicated in) text
readability, such as the average length of words
or sentences (Flesch, 1948). As Vajjala (2022) de-
scribe, dominant approaches have gradually shifted
towards treating readability assessment as a super-
vised machine learning problem, i.e., training a
system to produce representations that facilitate
the prediction of “gold standard” human readabil-
ity judgments—though researchers continue to test
the viability of hand-crafted features as an alter-
native or complementary approach (Deutsch et al.,
2020; Wilkens et al., 2024). Pre-trained language
models seem potentially well-suited to this task;
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indeed, past work (Crossley et al., 2023b) suggests
that fine-tuning these models can produce estimates
that align with human readability judgments.

Modifying readability is also of considerable in-
terest, with most research focusing on making text
easier to read, e.g., for journal abstracts (Li et al.,
2023) or math assessments (Patel et al., 2023). Car-
don and Bibal (2023) provide a useful overview
of the distinct operations used in Automatic Text
Simplification (ATS), including splitting up long
sentences (Nomoto, 2023) and simplifying or sub-
stituting individual words (Paetzold and Specia,
2017). As with work on measuring readability, this
research has gradually shifted from explicit, rule-
based approaches to systems that “learn” appro-
priate transformations using an annotated corpus
(Cardon and Bibal, 2023), sometimes tailored with
psycholinguistic features (Qiao et al., 2022).

Recent research has used prompt engineering
approaches to ask whether Large Language Mod-
els (LLMs) can modify text (Farajidizaji et al.,
2023; Ribeiro et al., 2023; Liu et al., 2023; Creutz,
2024; Imperial and Tayyar Madabushi, 2023; Pu
and Demberg, 2023; Luo et al., 2022; Kew et al.,
2023), with some studies asking whether text can
be modified to some target readability level, e.g.,
a target Flesch score (Flesch, 1948). Even with
“zero-shot” prompting (i.e., no examples provided),
LLMs appear to be surprisingly successful at mod-
ifying text readability in the desired direction—
though not necessarily to the desired text level (Liu
et al., 2023). In some cases, a residual correlation
is found between the readability of the original text
and the modified text (Farajidizaji et al., 2023).

3 Study 1: Measuring Readability

In Study 1, we focused on the ability of LLMs to
estimate the readability of text excerpts “zero-shot”
(i.e., without any labeled examples in the prompt).
We asked: given a corpus of human readability es-
timates (Crossley et al., 2023b), how well can an
LLM equipped solely with instructions and a defi-
nition of readability produce outputs that correlate
reliably with human judgments?

3.1 CLEAR Dataset

We used the CommonLit Ease of Readability
(CLEAR) Corpus (Crossley et al., 2023b), which
contains human estimates of readability for 4,724
text excerpts. The CLEAR Corpus was created by
Crossley et al. (2023b) by sampling text excerpts

(between 140-200 words) from various databases
(e.g., Project Gutenberg). It includes fiction and
non-fiction, and spans a range from 1875 to 2020.
Excerpts were then normed by asking a sample
of teachers to rate pairs of items for their relative
readability. These pairwise judgments were then
aggregated to create a readability index for each
individual passage.

3.2 Models
Our primary goal was assessing the reliability of us-
ing a state-of-the-art LLM in estimating readability.
To this end, we used two state-of-the-art propri-
etary OpenAI models: GPT-4 Turbo and GPT-4o
mini. We accessed both models using the OpenAI
Python API: Turbo (GPT-4-1106-PREVIEW) and
4o mini (GPT-4O-MINI-2024-07-18). Because
both models are closed-source, it is unclear how
many parameters each model has or how much data
it was trained on.

3.3 Zero-shot Annotation Procedure
Both OpenAI models were provided with the same
system prompt meant to approximate the context of
participants in the original CLEAR corpus (Cross-
ley et al., 2023b) (“You are an experienced teacher,
skilled at identifying the readability of different
texts.”). Each text excerpt was presented to the
model in a separate prompt (i.e., rather than in suc-
cession), along with instructions explaining that
the goal was to rate the excerpt for how easy it was
to read and understand, on a scale from 1 (very
challenging to understand) to 100 (very easy to un-
derstand); the exact instructions can be found in
Appendix A.1. Each models’ responses were pro-
duced using a temperature of 0, with a maximum
number of tokens of 3. Response strings were then
converted to numeric values in Python.

3.4 Results
We first asked how well ratings from GPT-4 Turbo
and GPT-4o mini predicted human readability
scores from the CLEAR dataset (Crossley et al.,
2023b). Concretely, this was operationalized by
asking to what extent LLM-generated ratings cor-
related with human ratings. We found that ratings
from each model were positively correlated with
human readability: Turbo (r = 0.76) and GPT-4o
mini (r = 0.74); see also Figure 1 for the Turbo
results specifically.1 For comparison, the correla-

1Ratings between Turbo and 4o were also highly correlated
(r = 0.81).
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Figure 1: Relationship between ratings elicited by
GPT-4 Turbo and average human readability judgments
(R2 = 0.58).

tion between two random splits within the CLEAR
corpus was only r = 0.63.

In terms of predictive power, these correlation
metrics would correspond to an R2 of .54 (for
4o mini) or .577 (for Turbo). We compared this
predictive power to several psycholinguistic vari-
ables known to correlate with about readability
(Kyle et al., 2018): log word frequency (Brys-
baert and New, 2009), word concreteness (Brys-
baert et al., 2014), and word age of acquisition
(Kuperman et al., 2012). For each variable, we
calculated the average across all words in a given
passage that occurred in the relevant dataset. A lin-
ear model including all three psycholinguistic pre-
dictors explained approximately 36% of the vari-
ance in human readability judgments (R2 = 0.36).
Each variable was significantly related: frequency
[β = 0.82, SE = 0.13, p < .001], concreteness
[β = 1.76, SE = 0.11, p < .001], and age of
acquisition [β = −0.56, SE = 0.06, p < .001].
Thus, psycholinguistic properties of words in a
passage are useful for predicting readability judg-
ments, but under-perform ratings elicited from
GPT-4 Turbo and GPT-4o mini.2

As a final test of predictive power, we entered
the metrics considered above—along with mea-
sures like the number of words and sentences,
and estimates derived from traditional readabil-
ity formulas—as predictors in a random forest re-
gression and compared their feature importance
scores.3 These scores can be interpreted as reflect-
ing the extent to which the inclusion of a particular
feature (e.g., ratings from Turbo) reduce prediction

2Of course, taking the average of these variables across
an entire passage is a relatively coarse measure and likely
represents a lower-bound on their predictive efficacy.

3No maximum depth was used, and the random state was
set to 0.

Figure 2: Feature importance scores for each predic-
tor, as determined using a random forest regression. A
higher value indicates that this feature was more useful
for predicting human readability judgments.

error when predicting human readability. All mea-
sures were z-scored before fitting the model. As
depicted in Figure 2, Turbo’s ratings were assigned
the highest importance, followed by the average
age of acquisition scores.

4 Study 2: Modifying Readability

In Study 2, we asked whether a state-of-the-art
LLM could successfully modify (as opposed to sim-
ply measure) the readability of texts. GPT-4 Turbo
performed best in Study 1, so we selected Turbo for
modifying text readability as well. We approached
this question in the following way: given instruc-
tions to make a text excerpt easier or harder, can
an LLM produce a modified version that an in-
dependent pool of human judges rate as easier or
harder than the original? Although it is unlikely
that making texts harder to read is a desirable goal,
we included this condition as a control (i.e., to en-
sure that modified passages were not always rated
as easier to read). This study was pre-registered on
the Open Science Framework (OSF).4

4.1 Materials
To make this question empirically tractable, we se-
lected a random sample of 100 excerpts from the
original CLEAR corpus. Each excerpt was then
presented to GPT-4 Turbo twice, with two differ-
ent sets of instructions asking Turbo to make the
excerpt easier or harder to read (exact prompting
and instructions found in Appendix A.1). As in
Study 1, Turbo was first provided with a system
prompt (“You are an experienced writer, skilled
at rewriting texts.”); a temperature of 0 was used,

4Link to pre-registration for text modification: https:
//osf.io/vtwug. Link to pre-registration for human experi-
ment: https://osf.io/6hmej.
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and the maximum number of tokens was set to the
number of tokens in the original excerpt, plus a
“buffer” of 5 tokens. Additionally, we specified that
the modified version should be of approximately
the same length as the original.

This resulted in 300 items altogether. For the
human study, these items were assigned to 6 lists
using a Latin Square design, where each list had
approximately 50 items. No list contained multiple
versions of the same item. Note that in some cases,
the modified version produced by Turbo cut-off in
mid-sentence; we further modified these excerpts
by removing the final sentence fragment. The ex-
periment was designed on the Gorilla experimental
design platform (Anwyl-Irvine et al., 2018).

4.2 Participants

Our target N was 60 participants (10 per list). We
anticipated a non-zero exclusion rate, so we in-
tended to recruit 70 participants via Prolific; due
to an error in the recruiting platform, we recruited
only 69. As per our pre-registration, we excluded
participants whose readability ratings for the orig-
inal text excerpts exhibited a correlation with the
gold standard of r < .1; this resulted in the re-
moval of 10 participants. Participants were paid
$6.00 and the median completion time was 34 min-
utes and 21 seconds (an average rate of $10.48 per
hour). In the final pool of participants, 34 partici-
pants identified as female (22 male, 2 non-binary,
and 1 preferred not to answer); the average self-
reported age was 40.77 (SD = 14). Note that unlike
the CLEAR corpus (Crossley et al., 2023b), we did
not recruit specifically teachers or other employees
in the education sector.

4.3 Procedure

Each participant rated the readability of a series of
50 text excerpts on a scale from 1 (very challenging
to understand) to 5 (very easy to understand). Par-
ticipants were instructed to consider factors such
as “sentence structure, vocabulary complexity, and
overall clarity”; they were also reminded to try to
focus on the readability of the passage itself, as
opposed to the complexity of the topic. No partici-
pant rated multiple versions of the same item and
the order of items was randomized across trials.

4.4 Results

We carried out three pre-registered analyses in R us-
ing the lme4 package (Bates, 2011). In the case of

Figure 3: Distribution of human readability judgments
for each text condition.

fitting mixed effects models, we began with maxi-
mal random effects structure and reduced as needed
for model convergence (Barr et al., 2013). Nested
model comparisons were conducted by comparing
a full model to a reduced model omitting only the
variable of interest, using a log-likelihood ratio test
(LRT).

Human readability judgments were predicted by
the contrast between Easy and Hard [χ2(1) =
97.58, p < .001], between Easy and Original
[χ2(1) = 32.4, p < .001], and between Hard and
Original [χ2(1) = 74.75, p < .001]. That is, sig-
nificant variance in human readability judgments
was explained by the condition under which a par-
ticular passage was produced. As depicted in Fig-
ure 3, excerpts in the Easier condition were rated
as the most readable (M = 4.48, SD = 0.8), ex-
cerpts in the Harder condition were rated as the
least readable (M = 2.5, SD = 1.25), with ex-
cerpts in the Original condition between the two
(M = 3.97, SD = 1.13).

5 Discussion

Our primary question was whether state-of-the-art
LLMs could be used to measure and modify the
readability of a text excerpt. In Study 1, we found
that ratings from GPT-4 and GPT-4o mini ratings
were strongly correlated with gold standard ratings,
though Turbo’s ratings (r = 0.76) were slightly
more correlated than ratings from GPT-4o mini;
consistent with other recent work using LLMs for
text annotation (Trott, 2024a,b), this correlation
was higher than the correlation between random
splits of human ratings (Cross et al., 2023). Further,
Turbo’s ratings were the best predictor of human
readability judgments of all the variables tested
(see Study 3), including several psycholinguistic
variables and other readability formula estimates.

In Study 2, we asked Turbo to produce easier
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or harder versions of 100 sample excerpts from
the same corpus (Crossley et al., 2023b). In a pre-
registered human study, participants consistently
rated the easier versions as easier to read, and the
harder versions as harder to read—though notably,
there was a correlation between the readability of
the original text passage and the modified passage
(see Figure 5).

As with other recent work (Farajidizaji et al.,
2023; Liu et al., 2023; Ribeiro et al., 2023), these
results provide a proof-of-concept that LLMs may
be useful for both measuring and modifying text
readability, at least as operationalized here. Un-
like past work (Ribeiro et al., 2023; Farajidizaji
et al., 2023), we do not investigate the question of
modification to target readability levels, though we
do collect novel human judgments to validate the
success of GPT-4 Turbo’s modifications (Study 4).
Of course, considerable open questions about the
viability of this approach remain. These questions
are all explored in more detail in the Limitations
section below.

6 Limitations

One limitation, particularly of Study 2, is scope:
because we planned to collect human annotations
for each excerpt, we considered only 100 text ex-
cerpts, and compared the performance of only one
model (GPT-4 Turbo). The results of this study can
be seen as a proof-of-concept, which future work
can build on with larger samples and more sophis-
ticated prompt engineering techniques. More gen-
erally, a limitation of both studies is that they con-
sidered excerpts from a single readability dataset
only. Future work ocould explore other readabil-
ity datasets and benchmarks to ask how well these
results generalize. Relatedly, we aimed to use a
prompt that would allow fair comparisons to data
collected from humans and thus did not explore
alternative prompt engineering techniques. How-
ever, future work could explore how prompting
strategies affect model performance and behavior.

A further limitation of Study 2 is that we did not
assess the modified excerpts in terms of their faith-
fulness to the original text. Evaluating the quality
of summaries is notoriously difficult (Wang et al.,
2019), though recent work (Liu et al., 2023) has
made use of automated metrics like BERTScore
(Zhang et al., 2020). Future work would benefit
from another human study that asks directly about
the quality of the modified texts; these results could

then be used to validate automated metrics. Relat-
edly, the evaluators in Study 2 did not have particu-
lar experience in assessing readability or linguistics
more generally; future work could recruit annota-
tors with more expertise to create more nuanced
readability ratings.

A final limitation is the question of what the
construct of readability means in the first place,
and how best to measure it. Construct validity is
by no means a new challenge for work in NLP
generally (Raji et al., 2021) or readability specif-
ically (Crossley et al., 2008). “Readability” may
not be a unitary construct; different stakeholders
may construe readability in different ways depend-
ing on their goal (e.g., making a product manual
accessible vs. curating educational materials) and
audience (e.g., school-aged children vs. profes-
sionals). Further, different formulas or automated
metrics emphasize different properties of a text,
making implicit or explicit assumptions about the
underlying construct. The current work relied on
human judgments of readability as a “gold stan-
dard”, using both existing corpora (Crossley et al.,
2023b) and novel data (Study 2). By these metrics,
using Turbo to measure and modify readability was
modestly successful. Yet it is unclear whether these
results generalize to other texts, contexts, goals, or
audiences. Thus, future work could benefit from
additional research on “benchmarking” readabil-
ity itself (Kew et al., 2023) and whether different
benchmarks are needed for different senses of read-
ability.

7 Lay Summary

We asked whether Large Language Models (LLMs)
were able to measure—and later change—the
“readability” of snippets of English-language text
taken from the openly available CLEAR Corpus.
We presented text excerpts to GPT-4o mini and
GPT-4 Turbo, collected their readability ratings on
a scale from 1 (very difficult) to 100 (very easy),
and found that their ratings were positively cor-
related with the corresponding human readability
judgments. Notably, GPT-4 Turbo outperformed
readability estimates from -4o mini, and from a bat-
tery of more traditional readability measures. We
next instructed GPT-4 Turbo—the best-performing
model—to rewrite each text excerpt to make it
“easier” or “harder” to read relative to the origi-
nal, while keeping the length of the rewritten ex-
cerpts roughly the same as the original. We then
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conducted a validation study to determine whether
human judges found the rewritten excerpts easier or
harder to read. Human judges produced readability
ratings for each rewritten text excerpt between 1
(difficult) to 5 (easy). When GPT-4-Turbo rewrote
a text to read more easily, human judges did in fact
find it easier to read than texts rewritten to seem
harder to read. This suggests that off-the-shelf
LLMs are capable of assessing text readability, and
can modify readability to (coarsely defined) target
levels.

8 Ethical Considerations

All data collected from human participants has
been fully anonymized before analysis or publi-
cation.

One potential risk with research on automatic
text simplification is that tools will be deployed
in various applied settings (e.g., education) before
they are ready. As we discussed in the Limitations
section (Section 6), we believe there are a number
of open questions remaining with this kind of re-
search and do not intend for these results to signal
that LLMs could and should be used for measuring
and modifying readability in an applied domain at
this time.
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A Appendix

A.1 Instructions for Study 1 and Study 2
In this section, we report the exact prompts used
to elicit readability judgments from GPT-4 Turbo.
Note that symbols like “EXCERPT” indicate that
the text of the excerpt was inserted in this section
of the prompt.

Study 1 Instructions:

Read the text below. Then, indicate the
readability of the text, on a scale from 1
(extremely challenging to understand) to
100 (very easy to read and understand).
In your assessment, consider factors such
as sentence structure, vocabulary com-
plexity, and overall clarity.

<Text>:EXCERPT</Text>

On a scale from 1 (extremely challeng-
ing to understand) to 100 (very easy to
read and understand), how readable is
this text?. Please answer with a single
number.

Study 2 Instructions:

Read the passage below. Then, rewrite
the passage so that it is easier/harder to
read.

When making the passage more/less
readable, consider factors such as sen-
tence structure, vocabulary complexity,
and overall clarity. However, make sure
that the passage conveys the same con-
tent.

Finally, try to make the new version ap-
proximately the same length as the origi-
nal version.

<Text>:EXCERPT</Text>

As described in the instructions, please
make this passage easier/harder to read,
while keeping the length the same.

A.2 Exploratory Analyses for Study 1
We also constructed a correlation matrix of all the
variables considered: see Figure 4).

A.3 Exploratory Analyses for Study 2
In an exploratory analysis, we asked whether the
readability of the original text excerpt was corre-
lated with the readability of the modified version.
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Figure 4: Correlation matrix between all the variables
considered in Study 1. Correlation coefficients have all
been transformed to absolute values for easier compari-
son.

Figure 5: Comparison of Flesch readability for the orig-
inal version and modified version, according to Turbo’s
instructions.

Consistent with (Farajidizaji et al., 2023), we found
a positive correlation: that is, Turbo successfully
modified texts to be easier or harder to read, de-
pending on the instructions, but the readability of
the modified text exhibited a residual correlation
with the original text’s readability (see Figure 5).

Additionally, we calculated the readability of the
modified texts using automated readability formu-
las, e.g., the Flesch Reading Score (Flesch, 1948).
We then asked whether the modified versions varied
in the expected direction along each metric in ques-
tion, according to whether Turbo was instructed to
make the text easier or harder to read. We found
that the modified versions varied in the expected di-
rection according to automated readability metrics
as well (see Figure 6).

Figure 6: Comparison of automated readability scores
for the modified text excerpts.
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