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Abstract
The prediction of lexical complexity in con-
text is assuming an increasing relevance
in Natural Language Processing research,
since identifying complex words is often the
first step of text simplification pipelines.
To the best of our knowledge, though,
datasets annotated with complex words are
available only for English and for a limited
number of Western languages.
In our paper, we introduce CompLex-ZH,
a dataset including words annotated with
complexity scores in sentential contexts for
Chinese. Our data include sentences in
Mandarin and Cantonese, which were se-
lected from a variety of sources and tex-
tual genres. We provide a first evaluation
with baselines combining hand-crafted and
language models-based features.

1 Introduction
In psycholinguistics and Natural Language
Processing (NLP) research, the notion of com-
plexity relates to the difficulty faced by a
speaker in reading and understanding specific
linguistic productions (Blache, 2011; Chersoni
et al., 2016, 2017, 2021; Sarti et al., 2021;
Iavarone et al., 2021; Xiang et al., 2021),
and its assessment has important applications
in education technology, such as the simpli-
fication of text for second language learn-
ers and/or populations with special needs
(Štajner, 2021; North et al., 2023). One ma-
jor source of complexity is depending on word
choice, it corresponds to the difficulty that
one may encounter in understanding a specific
word in context, which could be solved with

the help of NLP systems by i) automatically
identifying the complexity of the target word
(lexical complexity in context); ii) proposing
simpler and more familiar words as replace-
ments (lexical simplification).

Although the problem of lexical complexity
received increasing attention in the NLP com-
munity in the last few years (Shardlow et al.,
2020; Štajner et al., 2022; Ai, 2022; Yang et al.,
2023), with the introduction of new bench-
mark datasets and the organization of several
shared tasks (Paetzold and Specia, 2016; Yi-
mam et al., 2018; Shardlow et al., 2021; Sag-
gion et al., 2023; Shardlow et al., 2024), the
evaluation in this task has been so far limited
to a small number of Western languages.

Our research effort aims at filling this gap,
by introducing CompLex-ZH, the first evalu-
ation benchmark for lexical complexity predic-
tion in Chinese. CompLex-ZH includes data
annotated for word complexity in context by
native speakers, and has been built by care-
fully sampling sentences from different sources
and text genres. In addition to Mandarin Chi-
nese, we also provide lexical complexity data
for Cantonese: Cantonese is a major variety
of Chinese with a large population of speak-
ers worldwide (more than 85 million of speak-
ers, according to recent estimates by Eberhard
et al. (2022)) but having a low-resource status
in terms of availability of NLP models, corpora
and resources, and thus it might prove more
challenging to handle for LLMs trained on
standard Chinese (Xiang et al., 2024). Our ini-
tial evaluation results show that a baseline re-
gressor based on a combination of handcrafted
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features and contextualized embeddings only
reaches a moderate accuracy in predicting Chi-
nese lexical complexity. 1

2 Related Work
An early shared task on lexical complexity in
English was organized in 2016 by Paetzold
and Specia (2016), with complexity defined as
a binary variable: raters and automatic sys-
tems had to decide whether a word was com-
plex/difficult to understand or not. Of course,
this is a simplifying and problematic assump-
tion, as there are many situations in which
word complexity cannot be determined in a
clear-cut way, and it is better described by
a continuous value. Another shared task in
2018 (Yimam et al., 2018) also focused on com-
plexity prediction as a binary decision, but it
included an additional regression subtask in
which the systems, given a target word in con-
text and a specific annotator, had to predict
the likelihood that the annotator would have
considered the target as complex.

The Task 1 at SemEval-2021 (Shardlow
et al., 2021) was the first one treating lexi-
cal complexity prediction as a regression task.
As a gold standard, this shared task used the
CompLex corpus (Shardlow et al., 2020, 2022),
which includes words in sentential contexts
from three different genres, i.e. the Bible, the
proceedings of the European Parliament and
biomedical articles, and the scores are mean
complexity ratings between 0 and 1. Moreover,
this benchmark features not only single words
as targets, but also multiword expressions.

Notice that the identification of complex
words is only the first step of pipelines aim-
ing at the lexical simplification of a text (Sag-
gion and Hirst, 2017). Additional steps gener-
ally require the generation of simpler substitu-
tion words and their ranking. Over the years,
several studies have been dedicated to lexical
simplification in English (Paetzold and Spe-
cia, 2017; Qiang et al., 2020), Chinese (Qiang
et al., 2021), Portuguese (North et al., 2022)
and Spanish (Ferrés and Saggion, 2022), and a
shared task has been organized in co-location
with EMNLP 2022 (Saggion et al., 2023). In
many of these studies, a target word has al-
ready been identified as complex and the sys-

1Code and data will be made available at https:
//github.com/Laniqiu/CompLex-ZH.

tems have to focus on the substitute gener-
ation and ranking component: for example,
the selection of the target words in the Chi-
nese dataset by Qiang et al. (2021) only in-
cludes words classified as "high-level" (mean-
ing, understandable only by advanced speak-
ers) in the Chinese HSK Vocabulary (Zhao
et al., 2003). Our current work is focusing
instead on the previous step of lexical com-
plexity detection, and aims at providing the
first benchmark for the Chinese language with
words of varying degrees of complexity.

3 Dataset Creation
In order to create a challenging benchmark,
we decided to include not only data for lex-
ical complexity in Mandarin Chinese, which
is the standard variety of Chinese, but also
for Yue Chinese or Cantonese. Cantonese is
commonly used in colloquial scenarios (e.g.,
daily conversation and social media) and it ex-
hibits different vocabulary, grammar, and pro-
nunciation compared to Mandarin. It is na-
tively spoken by a large number of speakers in
Hong Kong, Macao, Guangdong and part of
Guangxi, and in many overseas Chinese com-
munities in South-East Asia, North America,
and Western Europe (Sachs and Li, 2007; Yu,
2013; Xiang et al., 2024).

We believe its inclusion is an interesting fea-
ture of our dataset, as it will allow to test
the robustness of Chinese language models to
different Chinese varieties. This is useful be-
cause, despite being a mainly spoken variety,
Cantonese can also be used in some written
contexts, such as the Legislative Council of
the Hong Kong Special Administrative Region,
in medical document transcriptions, or in sec-
tions of special interests of local newspapers
(Xiang et al., 2024), and thus there might be
the need for simplification of Cantonese texts.

3.1 Target Selection and Sentence
Sampling

In constructing our dataset, we collected most
Mandarin data from the Chinese Wikipedia
(Zh-Wikipedia), Weibo and People’s Daily,
and most Cantonese data from the Can-
tonese Wikipedia (Yue-Wikipedia) and from
the LIHKG dataset for topic classification. 2

2https://github.com/toastynews/lihkg-cat-v2.
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People’s Daily stands as one of the most au-
thoritative newspapers in China, while Weibo
is a popular micro-blogging site in mainland
China, and LIHKG is a Reddit-like forum
based in Hong Kong. We also sourced supple-
mentary materials (categorized as Other) from
the BCC corpus (Xun et al., 2016) for Man-
darin, from a counseling corpus (Lee et al.,
2020) and from the PolyU Corpus of Spoken
Chinese (Hong Kong Polytechnic University,
2015) for Cantonese. By incorporating these
varied sources, we managed to cover a wide
range of topics, including daily life, sports,
public health, politics, and so on.

The raw materials have been tokenized, us-
ing Jieba3 for Mandarin and PyCantonese
(Lee et al., 2022) for Cantonese. We exam-
ined the vocabulary of our corpora and identi-
fied target words. We primarily found high-
frequency content words that are more col-
loquial and frequently encountered in every-
day conversations from Weibo, People’s Daily,
LIHKG, etc.. Low-frequency content words
were also included from BCC and Wikipedia,
offering a broader spectrum of vocabulary be-
yond colloquial expressions. We then sampled
at least 1 sentence for each target. Multiword
expressions, following Shardlow et al. (2021),
could also be chosen as targets (They consti-
tute 1.97% of Mandarin targets and 2.69% of
Cantonese targets.). These targets and the
sentences including them made up then for
our unrated datasets. Finally, it should be
mentioned that the number of target words we
could sample is much lower for Cantonese, as
our Cantonese corpora were much smaller (i.e.
with lower frequencies for the candidate target
words) and with less variety of textual genres.

3.2 Rating Collection
For rating collection, we created about 300
questionnaires for both varieties, using the
data from section 3.1. Participants are re-
quested to evaluate the difficulty in under-
standing the given words within the given con-
texts. The provided options are designed in
a 5-point Likert scale, ranging from 1 indicat-
ing Very easy to 5 Very difficult. Each ques-
tionnaire consists of about 100 rating ques-
tions and 2 validation questions. The valida-

3https://github.com/fxsjy/jieba

tion samples are prepared with gold answers.
Before the questionnaire distribution, we con-
ducted a small pilot study, and identified some
questions where participants highly agreed on
the options (i.e., gold answers). These are
then inserted in the instruction messages, and
in the questionnaires. The annotators whose
answers significantly deviated from the gold
answers for those samples were considered as
non-reliable raters and their responses were re-
jected. Concretely, we had examples where all
the pilot study participants gave very low/easy
scores, such as the Cantonese 呢份試卷好
簡單呀！(This exam is too easy), or very
high/difficult scores, such as the Mandarin 她
谈着她婚后的暌离和甜蜜的生活 (She talked
about her detached and sweet life after mar-
riage): an annotator’s answer were discarded
if easy validation questions were rated higher
than 3 (the mid point of the scale), and diffi-
cult ones were rated lower than 3.

Our raters (refer to the Appendix for more
information) have mostly been recruited in
Hong Kong, where Cantonese is the principal
vernacular language and Mandarin Chinese is
one of the official languages. Each rater was
paid 100 HKD (≈ 12.8 USD) for a single ques-
tionnaire.

Each sample has been rated by at least 5
raters. The complexity score of a sample is
then the average score assigned by all the
raters, while the complexity score of a target
word is the average of the scores of all its sam-
ples. We provided some examples in Table 1.
The statistics of the dataset can be found in
Table 3 in the Appendix.

Context Score
... 忽然变得澄清见底，翳障 全无。 .213...it turns crystal, without obstacles in sight.

此前有团队 已经在粪便里发现新冠病毒。 .893The team had found coronavirus in feces.
... 感受到被失蹤、被跟蹤的實在... .588...I truly felt disappeared and stalked...
點解講GOOD JOB 佢反而又呆哂...

.200Why he acts so dumb and ...
when you said GOOD JOB?

Table 1: Some examples with high/ low complexity
scores. The first 2 are in Mandarin and the last 2
in Cantonese. Target words are underlined.
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Feat. MAE R2 ρ

Mand.

HC .065 .186 .091
Stroke .065 .083 .107
WLen .065 .055 .082
LogF .065 .201 .061
Emb .059 .355 .338

Comb. .060 .086 .322

Canto.

HC .060 .051 .191
Stroke .063 -.001 .008
WLen .063 .0184 .158
LogF .061 .022 .149
Emb .061 .056 .353

Comb. .061 .045 .354

Joint

HC .065 .047 .135
Stroke .066 -.002 -.015
WLen .066 -.002 -.109
LogF .066 .040 .116
Emb .062 .131 .329

Comb. .062 .136 .326

Table 2: Summary of evaluation results. We inves-
tigated overall and individual HC features, embed-
ding features and the combination of the most in-
fluential LogF feature and of the word embeddings
(Comb.). The metrics are: mean absolute error
(MAE), R-squared value (R2), and Spearman cor-
relation coefficient (ρ). Notice that the metrics are
not directly comparable across language settings,
given the different number of items in the test sets.

4 Evaluation Experiments
We ran some preliminary evaluation experi-
ments using a Ridge Regression model with
handcrafted features (HC) and contextualized
word embeddings (Emb) as predictors and the
complexity score for each sentence as the tar-
get variable. The data were splitted in train-
ing, validation and test set with a 8:1:1 split
percentage, and we ran separate evaluations
for the two varieties and for the two feature
types to assess their impact. Handcrafted fea-
tures of the target word include its logarith-
mic frequency (LogF), extracted via the Word-
freq Python package (Speer, 2022); the num-
ber of characters (WLen) and the number of
strokes4, which are well-known visual complex-
ity indexes (Tse et al., 2017; Sun et al., 2018).
For the contextualized embeddings in the two
varieties, we used CINO (Yang et al., 2022), a
RoBERTa-based architecture trained on texts
both in standard Chinese and in several mi-
nority languages of China, in order to obtain
vector representations for both Mandarin and
Cantonese by means of a single model.

4Source: https://github.com/WuChengqian520/

The most common regression metrics have
been calculated on the test sets (324 instances
for Mandarin, 250 for Cantonese, 574 for a
joint dataset of both) and are shown in Ta-
ble 2. We can notice that, in each corpus par-
tition, contextualized embeddings contribute
to improve significantly over the results of
the out-of-context HC features, and among
those features, it can be seen that logarith-
mic frequency is predictive of lexical complex-
ity in Mandarin, but it performs much more
weakly in the settings including Cantonese
data, which might be due to a more limited
coverage of frequency norms in this variety.
Compared to the original results in Shardlow
et al. (2020) on English, it is interesting to ob-
serve that on our data HC features are not con-
sistently more informative than embeddings.
This could be due to differences in the em-
beddings type: static embeddings from GloVe
(Pennington et al., 2014) and sentence embed-
dings from InferSent (Conneau et al., 2017) in
the previous work, contextualized, token-level
embeddings from a more recent RoBERTA-
based architecture in our present evaluation.

We can also observe that correlation val-
ues and MAE in Mandarin and Cantonese are
similar, but explained variance in Cantonese
is much lower, confirming that the Cantonese
data pose a non-trivial challenge for Chinese
NLP. Scores in general are relatively low, sug-
gesting the need for more sophisticated ap-
proaches to improve the modeling of lexical
complexity in Chinese.

5 Conclusion
In this paper, we have introduced CompLex-
ZH, the first dataset for evaluating predictions
of lexical complexity in context for two major
Chinese varieties, Mandarin and Cantonese.
We have sampled target words in context from
a variety of text genres and collected ratings
from speakers in Hong Kong.

Our preliminary evaluation shows that
the contextualized embeddings of a language
model trained on multiple Chinese varieties
significantly help in improving the predic-
tion over handcrafted, out-of-context features.
However, the accuracy is not high - as sug-
gested by the limited amount of explained vari-
ance and by the weak-to-moderate correlation
scores, leaving space for future improvements.
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Lay Summary
The first step that a computer has to take
to simplify a text and make it more accessi-
ble is to identify difficult words and expres-
sions. So far, datasets to train machine learn-
ing systems to recognize the complexity of un-
derstanding words in context (lexical complex-
ity) have been available only for English and
a few other Western languages.

In our work, we put together a dataset of hu-
man complexity judgements for words in con-
text in Chinese, and we included two differ-
ent Sinitic varieties: Mandarin and Cantonese.
We carry out a first test for predicting lexical
complexity in Chinese, and obtained our best
results with the features extracted from CINO,
a language model trained on multiple Chinese
dialects. On the other hand general accu-
racy remains moderate, as the models seem
to struggle with the more rare and data scarce
Cantonese variety.
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A Statistics of the dataset

Table 3 presents the statistics of the target
words, samples, and ratings of the dataset.
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Source Sent. Word Sent./ Word R./ Sent. R./ Word Complex. STD

Mand.

Weibo 1600 770 2.08 8.28 17.21 .269 .061
People’s Daily 1228 713 1.72 8.36 14.41 .268 .064

Other 412 255 1.62 6.61 10.67 .323 .164
All 3240 1017 3.19 8.10 25.80 .283 .094

Canto.

LIHKG 1043 222 4.70 9.45 6.97 .284 .077
Wiki 1037 219 4.74 6.97 32.99 .268 .073
Other 425 129 3.29 9.10 29.98 .274 .067

All 2505 260 9.63 8.36 80.58 .274 .065

Table 3: Statistics of CompLex-ZH. The original ratings have been normalized to a 0-1 range following
Shardlow et al. (2020)’s convention: 1 → 0, 2 → 0.25, 3 → 0.5, 4 → 0.75, 5 → 1. Denotation: Mand. =
Mandarin, Canto. = Cantonese, Sent. = Sentence, R./ Sent. = Ratings per Sent., R./ Word = Ratings
per word, Complex. = average word-wise complexity score, STD = Standard deviation.

B Background information of
raters

We recruited 318 raters for the Mandarin
dataset, and 299 raters for Cantonese. Af-
ter rejecting some annotators’ answers, follow-
ing the validation procedure in section 3.2, we
eventually have 314 raters for Mandarin and
298 raters for Cantonese. As shown in Figure
1 and Figure 2, most of our raters are aged be-
tween 18 to 35, holding a bachelor or a higher
level degree.

18-25

56.7%

26-35

42.4%

>351.0%

(a) Mandarin

18-25

62.8%

26-35

31.5%

>355.7%

(b) Cantonese

Figure 1: Age Distribution of annotators.

Master's Degree53.5%

Bachelor's Degree
27.1%

Doctorate or Higher

17.2%

High School Graduate

2.2%

(a) Mandarin

Bachelor's Degree

45.0%

Master's Degree

36.2%

High School Graduate

10.1%

Doctorate or Higher
8.7%

(b) Cantonese

Figure 2: Education levels of annotators.
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