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Abstract

The most reliable and up-to-date information
on health questions is in the biomedical lit-
erature, but inaccessible due to the complex
language full of jargon. Domain specific sci-
entific text simplification holds the promise
to make this literature accessible to a lay au-
dience. Therefore, we create Cochrane-auto:
a large corpus of pairs of aligned sentences,
paragraphs, and abstracts from biomedical ab-
stracts and lay summaries. Experiments demon-
strate that a plan-guided simplification system
trained on Cochrane-auto is able to outperform
a strong baseline trained on unaligned abstracts
and lay summaries. More generally, our freely
available corpus complementing Newsela-auto
and Wiki-auto facilitates text simplification re-
search beyond the sentence-level and direct lex-
ical and grammatical revisions.

1 Introduction

Biomedical research has the potential to directly
impact people’s decision-making with regards to
health. However, most reliable and up-to-date
sources in biomedicine contain complex language
and assume a high degree of background knowl-
edge, making them difficult to understand for the
general public. Automatic text simplification ap-
proaches can be applied in an effort to make these
sources more accessible. Yet, training neural mod-
els to simplify biomedical documents is a complex
task which requires high quality training data.

To this end, Devaraj et al. (2021) introduced a
corpus of paired (complex, simple) texts in English,
derived from the Cochrane Database of Systematic
Reviews. The CDSR comprises systematic reviews
which are internationally recognized as the highest
standard in evidence-based health care and which
are accompanied by both technical abstracts and
plain language summaries. Plain language sum-
maries are written directly from the full reviews;
they are not simplified versions of the abstracts.

Complex paragraph
Fifteen heterogeneous trials, involving 1022 adults with dor-
sally displaced and potentially or evidently unstable distal
radial fractures, were included. While all trials compared
external fixation versus plaster cast immobilisation, there
was considerable variation especially in terms of patient char-
acteristics and interventions. Methodological weaknesses
among these trials included lack of allocation concealment
and inadequate outcome assessment.

Simple paragraph
Fifteen trials, involving 1022 adults with potentially or ev-
idently unstable fractures, were included. While all trials
compared external fixation versus plaster cast immobilisa-
tion, there was considerable variation in their characteristics
especially in terms of patient characteristics and the method
of external fixation.

Figure 1: A complex-simple paragraph pair from
Cochrane-auto.

Even so, the authors argued that portions of the lay
summaries could be considered simplifications of
analogous sections in the abstracts. Their corpus
therefore consists of parallel technical abstracts and
plain language summaries, both starting at the sec-
tion describing studies and results. Nevertheless,
the authors did not align the corpus at the sentence-
level, and upon manual inspection, we find that
roughly 29% of the simple sentences in their cor-
pus cannot be aligned to one or more corresponding
complex sentences based on its meaning. This of
course limits the extent to which a large language
model can benefit from training on the corpus.

In this paper, we leverage the neural alignment
model proposed by Jiang et al. (2020) in order to
automatically align the simple and complex sen-
tences in the corpus. We then improve the quality
of the corpus by deleting all simple sentences that
are not aligned from the references. We filter out
instances in which the resulting reference resem-
bles a summarization rather than a simplification.
Furthermore, we leverage the generated alignments
in order to provide references not only for each
complex document, but also for each sentence and
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paragraph within the document. Hence, we present
Cochrane-auto: a large, high quality dataset for
the simplification of biomedical abstracts at the
document-, paragraph- and sentence-level. An ex-
ample is shown in Figure 1.

We validate that Cochrane-auto is a valuable re-
source by training simplification systems on this
dataset and evaluating them against a baseline
trained on the original corpus. Our results demon-
strate that the plan-guided simplification system
from Cripwell et al. (2023b) is indeed able to out-
perform the baseline after training on our dataset.

The rest of this paper continues with related
work (§2), the CDSR (§3), the Cochrane corpus
(§4), our new Cochrane-auto corpus (§5), our ex-
periments (§6), and ends with the conclusion (§7)
and limitations (§8).

2 Related Work

This section describes the related work on biomed-
ical text simplification and lay summarization.

Biomedical text simplification Our approach
closely follows Devaraj et al. (2021), who intro-
duced a dataset of parallel plain language sum-
maries and technical abstracts from the Cochrane
Database of Systematic Reviews. We describe their
dataset in Section 4 below. Grabar and Cardon
(2018) created the CLEAR corpus, which includes
13 manually aligned Cochrane abstracts and plain
language summaries in French. Ermakova et al.
(2022) introduced a pilot scientific text simplifi-
cation corpus of aligned sentence pairs with man-
ual simplifications by non-experts. This pilot data
set contains 147 abstracts with 648 sentences, of
which 25 abstracts and 179 sentences are from the
biomedical domain. Attal et al. (2023) created a
set of 750 medline abstracts containing 7,643 sen-
tences paired with expert-created sentence-level
plain language adaptations. This data set is used
at the TREC 2024 Plain Language Adaptation of
Biomedical Abstracts (PLABA) track.1 These ear-
lier biomedical text simplification data sets are im-
mensely valuable, but limited in size and restricted
to sentence-level simplifications, with less freedom
than observed in real-world paragraph or document
level plain English summaries.

Plain English summaries Several journals, in
particular in the biomedical domain, have collected

1https://bionlp.nlm.nih.gov/plaba2024/

plain English summaries. These plain English sum-
maries are provided by the original authors of the
paper, with varying degrees of instruction. In par-
ticular for systematic reviews very detailed instruc-
tions exist. Whiting and Davenport (2023) in the
Cochrane Handbook for Systematic Reviews of
Diagnostic Test Accuracy, provide detailed instruc-
tions on plain language summaries. Systematic
reviews follow very strict evidence based medicine
rules, such as PRISMA 2020 (Page et al., 2021).
The specific guidelines for writing Cochrane Plain
Language Summaries were published in 2020.2

Our Cochrane-auto dataset contains both lay sum-
maries from before and after the introduction of
detailed template and guidelines in 2020.

Lay summarization The lay summarization
task was introduced at SDProc in 2020. Chan-
drasekaran et al. (2020) discuss the LaySumm task
of the Scholarly Document Processing Workshop
at EMNLP2020.3 LaySumm provided 572 author-
generated lay summaries from a multidisciplinary
collection of journals together with their corre-
sponding full text content and abstracts. Goldsack
et al. (2022) create a PLOS and e-Life corpora con-
taining full scientific articles paired with manually
created lay summaries. There was a BioLaySumm
Task 1 shared task, held at the BioNLP 2023 Work-
shop (Demner-Fushman et al., 2023).4 This task
uses similar PLOS/e-Life corpora for a lay summa-
rization task. Recently, Pu et al. (2024) created an-
other SciNews corpus for plain English summariza-
tion, based on crawling scientific articles discussed
in popular science news web site Science X.5

Prior work focused on the summarization as-
pects of lay summarization, whereas our paper
focuses on realligning the abstracts and lay sum-
maries, to create matching documents, paragraphs,
and sentence-pairs, in a way that replicates earlier
text simplification corpora.

3 The CDSR

The Cochrane Database of Systematic Reviews6

(CDSR) comprises systematic reviews of research
in health care and health policy. A systematic re-
view attempts to identify, appraise and synthesize

2https://training.cochrane.org/handbook/
current/chapter-iii-s2-supplementary-material

3https://sdproc.org/
4https://biolaysumm.org/
5https://sciencex.com/
6https://www.cochranelibrary.com/cdsr/reviews
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all empirical evidence that is relevant to a spe-
cific research question. Cochrane reviews are in-
ternationally recognized as the highest standard
in evidence-based health care. They are written
according to a comprehensive set of guidelines.7

Each review includes a technical abstract, which is
targeted at healthcare decision makers, and a plain
language summary, which should be understand-
able for a wide range of non-expert readers.

4 The Cochrane corpus

In this section, we first give a short description of
the Cochrane corpus. Second, we present a limited
analysis on a selection of its contents. Third, we
introduce an updated version of the corpus.

Description Devaraj et al. (2021) observed that
portions of the plain language summaries in the
CDSR contain roughly the same content as analo-
gous sections in the technical abstracts. This mo-
tivated them to compile a corpus of paired (com-
plex, simple) texts in English, comprising paral-
lel subsets of abstracts and lay summaries from
the CDSR. Each subset contains the full text from
the description of studies and results onward. Ab-
stracts adhere to a standard format, and so each
complex text in the corpus covers the Main Results
and Authors’ Conclusions sections of the technical
abstract. Plain language summaries are structured
heterogeneously. Therefore, the authors made use
of substring matching to determine the approximate
location of the first section, paragraph or sentence
(depending on the structure) describing the stud-
ies and results. They defined everything in the lay
summary from that point onward as the simple text.

Analysis We randomly select ten paired (com-
plex, simple) texts from the corpus. Next, we man-
ually align sentences between these pairs that are
equivalent or partially equivalent in meaning. As
a result, we obtain 79 alignments. Of the total of
98 simple sentences in the selected texts, 68 are
aligned to at least one of the 139 complex sen-
tences. Thus, 30 out of 98 simple sentences are
not aligned. While 2 of them are elaborations, the
remaining 28 contain information that is present in
the full review but not in the complex text. This
is largely because the plain language summaries
are written directly from the full review, instead of
being simplified versions of the technical abstracts,
and partially because the complex texts are only

7https://training.cochrane.org/handbook

subsets of these abstracts. Consequently, around
29% of the sentences in the simple reference texts
cannot be generated from the complex source text.
This of course limits the suitability of the corpus
for directly training and evaluating simplification
models.

Update We run the authors’ code8 to obtain an
updated version of their corpus. This corpus is
based on systematic reviews that were published in
the CDSR up until March 14, 2024. We apply the
same preprocessing, except for the filtering of texts
with more than 1,024 tokens. The resulting corpus
consists of 4,468 train, 558 validation and 559 test
pairs. On average, the complex and simple texts
consist of 17.1 and 12.5 sentences, respectively.

5 Cochrane-auto

In this section we describe i) our alignment model,
ii) our alignment procedure, iii) our alignment re-
sults, iv) the preprocessing of the resulting dataset,
and v) the labeling.

5.1 Alignment model
We make use of the neural CRF alignment model
proposed by Jiang et al. (2020). When provided
with a (complex, simple) text pair as input, this
model automatically aligns each sentence in the
simple text to either one or zero corresponding sen-
tences in the complex text. In doing so, it leverages
the similar order of sentences in parallel texts and
utilizes a fine-tuned BERT model to capture the se-
mantic similarity between sentence pairs. Aligned
sentences should be equivalent or partially equiv-
alent in meaning, and multiple simple sentences
may be aligned to the same complex sentence.

The authors applied their model to two simplifi-
cation corpora: Newsela (Xu et al., 2015), which
comprises news articles that were manually rewrit-
ten at different levels of simplification, and an
updated version of the Wikipedia corpus (Zhang
and Lapata, 2017), which consists of paired arti-
cles from English Wikipedia and Simple English
Wikipedia. More specifically, the authors first cre-
ated Newsela-manual and Wiki-manual by manu-
ally aligning 50 article groups from Newsela and
500 article pairs from Wikipedia. Then they fine-
tuned BERT (Devlin et al., 2019) and trained their
alignment models on train splits of these datasets.
Finally, they applied their trained models to the

8https://github.com/AshOlogn/
Paragraph-level-Simplification-of-Medical-Texts
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TP FP FN F1

BERTfinetune 52 32 27 63.8
CRF Aligner 53 6 26 76.8
+ merge 56 8 23 78.3

Table 1: Performance of sentence alignment methods
on 10 annotated text pairs from the Cochrane corpus.

remaining data to create the automatically aligned
Newsela-auto and Wiki-auto datasets.

5.2 Alignment procedure

We create Cochrane-auto by applying the sentence
alignment model that was pretrained on Wiki-
manual to the updated Cochrane corpus. More
precisely, we utilize the neural CRF model that
we trained on Wiki-manual ourselves by running
the authors’ code.9 It employs the BERT model10

which the authors fine-tuned on the same train
set to capture semantic similarity. According to
Jiang et al. (2020), their fine-tuned BERT models
should be able to achieve competitive performance
on other monolingual parallel data, and the per-
formance boost of adding the neural CRF model
is related to the structure of the articles. Our mo-
tivation for pretraining the alignment model on
Wiki-manual, and not Newsela-manual, is that
the Cochrane and Wikipedia corpora both contain
(complex, simple) text pairs in which the simple
text is no direct simplification of the complex text.

Wiki-auto and Newsela-auto were created by
first aligning paragraphs and then aligning the sen-
tences within those paragraphs. We can also di-
vide the texts in the updated Cochrane corpus into
paragraphs based on sections and newlines. How-
ever, the sentence-level alignments between these
texts generally do not reside within paragraph pairs,
since these texts can be structured in a different way.
We therefore apply our alignment model to the full
text pairs to create Cochrane-auto.

As a result of our alignment strategy, similar sen-
tences from different paragraphs in a simple text
may be automatically aligned to the same sentence
in the parallel text. For example, two simple para-
graphs describing the results and conclusion may
feature equivalent sentences that are both aligned
to the same complex sentence; yet only one of
them should be used as a reference simplification.

9https://github.com/chaojiang06/wiki-auto
10https://huggingface.co/chaojiang06/

wiki-sentence-alignment

Cochrane- Newsela- Wiki-
auto auto auto

Domain Biomedical News General

# Doc Pairs 5,585 18,820 138,095
# Sent Pairs 35,800 813,972 685,769

Table 2: Statistics for the automatically aligned
Cochrane-auto, Newsela-auto and Wiki-auto datasets.

In those cases, we leverage the fine-tuned BERT
model to find the simple paragraph in which the
aligned sentences have the highest similarity with
the complex sentence. Then we delete all align-
ments between the complex sentence and the sim-
ple sentences in other paragraphs.

5.3 Alignment results

Given the paragraph alignments that were gener-
ated by Jiang et al. (2020), our trained sentence
alignment model achieves an F1-score of 81.5 on
the Wiki-manual test set. This is lower than the
F1-score of 85.3 reported in their paper, but we
do not have access to the original model weights.
We also evaluate the performance of the fine-tuned
BERT model alone, and find its F1-score to be 83.4.
This value is obtained by computing the semantic
similarity of each sentence pair within the aligned
paragraphs, and aligning the pairs with a similarity
higher than a threshold tuned on the dev set.

On our manually annotated subset of the
Cochrane corpus, the neural CRF aligner signif-
icantly outperforms the fine-tuned BERT model.
This is shown in Table 1. The higher F1-score indi-
cates that our pretrained model is effectively able
to capitalize on the structure of parallel texts in
the Cochrane corpus. Since the neural CRF model
normally cannot align multiple complex sentences
to one simple sentence, its upper bound for the
number of true positives is 68 out of 79. Neverthe-
less, in Section 5.5 we introduce merge operations,
which can be translated into such n-to-1 alignments.
Table 1 shows that adding these alignments leads to
a small improvement in F1-score on our manually
annotated subset.

Finally, we apply the neural CRF model to all
5,585 text pairs in the updated Cochrane corpus.
This yields 39,497 automatic sentence alignments,
some of which we delete as described in Sec-
tion 5.2. The remaining 35,800 sentence pairs
together with the corresponding document pairs
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Cochrane- Newsela- Wiki-
auto auto auto

# Doc Pairs 1,085 18,319 85,123
# Para Pairs 4,171 361,964 178,982
# Sent Pairs 14,719 707,776 461,852

Avg. |ci| 35.61 22.49 28.64
Avg. |si| 27.75 15.84 21.57

Avg. n 13.57 38.64 5.43
Avg. k 9.01 42.60 4.53

Avg. p 3.53 1.96 2.58

Table 3: Statistics of the datasets after preprocessing,
where n is # sentences in C, and k is # sentences in S
and p is # sentences per paragraph in C.

constitute Cochrane-auto. In Table 2, we compare
this dataset to other automatically aligned simplifi-
cation datasets. We make Cochrane-auto publicly
available to foster research on the simplification of
biomedical documents.

5.4 Preprocessing
For the training and evaluation of simplification
systems on Cochrane-auto, we preprocess our data
similarly to how Cripwell et al. (2023b) prepro-
cessed Newsela-auto and Wiki-auto. That is, for
each sentence ci in a complex document, we use
the simple sentence sj to which it is aligned as a
reference. If it is aligned to multiple sjs, we con-
catenate them; if it is not aligned, we use an empty
string. Next, we create paragraph- and document-
level references by concatenating the references
for each sentence in a complex paragraph or doc-
ument. Note that this may change the order of
the simple sentences. Even so, we find that the
resulting references are relatively coherent, as the
simple sentences mostly stand on their own. Impor-
tantly, also note that simple sentences which are not
aligned to any ci are not included in any reference.
Henceforth, when we refer to the simple sentences,
paragraphs and documents in Cochrane-auto, we
mean these references.

Let us define an instance of Cochrane-auto to
be the collection of all (source, reference) pairs
derived from a single text pair. We filter out in-
stances where less than 50% of the sentences in the
corresponding complex document C are aligned
to any sj . Therewith, we ensure that the remain-
ing instances are derived from text pairs that are
sufficiently similar in meaning. We also remove

Copy Rephrase Split Merge Delete

8.4 45.3 4.5 6.5 35.3

Table 4: Operation class distribution for Cochrane-auto
in percentages.

instances where the length of a document exceeds
1,024 tokens, or would exceed 1,024 tokens af-
ter adding the special tokens needed for the plan-
guided simplification approach of Cripwell et al.
(2023a). As a result, the preprocessed Cochrane-
auto dataset consists of 894 train, 125 validation
and 121 test instances. In Table 3, we compare the
statistics of our dataset to those of the preprocessed
Newsela-auto and Wiki-auto datasets, as reported
by Cripwell et al. (2023b).

Figure 2 displays a short example of a complex-
simple document pair from the preprocessed
Cochrane-auto dataset, along with the correspond-
ing original reference from the Cochrane corpus.
In this example, the first sentence from the original
reference cannot be generated based on the com-
plex document, and as such it should not be used
as a reference. Indeed, it is excluded from the new
reference, because it could not be aligned to any
complex sentence. Moreover, the four sentence
pairs that were aligned, are correctly aligned. How-
ever, this example also shows that correctly aligned
sentences may still contain information that is not
present in the source sentence (with PAD), that the
deletion and reordering of sentences may impact
the discourse structure of the reference document
(None of the other), and that it is often debatable
whether the meaning of source and target sentences
is similar enough to align them (the last sentence
in the original reference).

5.5 Labelling

Using the same approach that Cripwell et al.
(2023b) applied to Newsela- and Wiki-auto, we
label each complex sentence ci in Cochrane-auto
with a simplification operation as follows:

Delete: ci is not aligned to any sj .
Copy: ci is aligned to a single sj with a Leven-

shtein similarity above 0.92.
Rephrase: ci is aligned to a single sj with a

Levenshtein similarity below 0.92.
Split: ci is aligned to multiple sjs.
Additionaly, we introduce a new simplification

operation, namely merge. This is motivated by
the observation that one sentence in a plain lan-
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Complex document
Two randomised trials with a total of 161 participants were
included in this review. The studies did not report on mortality
and rate of limb loss. One randomised trial with a total of 133
participants showed that there was a significant improvement
in ankle brachial index (ABI) in participants who received
folic acid compared with placebo (mean difference (MD) 0.07,
95% confidence interval (CI) 0.04 to 0.11, P < 0.001) and in
participants who received 5-methyltetrahydrofolate (5-MTHF)
versus placebo (MD 0.05, 95% CI 0.01 to 0.10, P = 0.009).A
second trial with a total of 18 participants showed that there
was no difference (P non-significant) in ABI in participants
who received a multivitamin B supplement (mean ± SEM: 0.7
± 01) compared with placebo (mean ± SEM: 0.8 ± 0.1). No
major events were reported.

Currently, no recommendation can be made regarding the
value of treatment of hyperhomocysteinaemia in peripheral
arterial disease. Further, well constructed trials are urgently
required.

Simple document
Two trials with 161 participants with PAD were included in
this review. None of the other predefined primary outcomes
(mortality and rate of limb loss) were assessed in these stud-
ies. One trial showed a significant improvement in the ankle
brachial index (ABI) in participants treated daily with 400 µg
folic acid or 5-methyltetrahydrofolate (5-MTHF). A second
trial showed that there was no difference in ABI in participants
who received a multivitamin B supplement compared with
placebo.

Original reference
We looked at studies where treatments to lower homocysteine
were used in people with PAD and hyperhomocysteinaemia.
Two trials with 161 participants with PAD were included in
this review. One trial showed a significant improvement in
the ankle brachial index (ABI) in participants treated daily
with 400 µg folic acid or 5-methyltetrahydrofolate (5-MTHF).
A second trial showed that there was no difference in ABI
in participants who received a multivitamin B supplement
compared with placebo. None of the other predefined primary
outcomes (mortality and rate of limb loss) were assessed in
these studies. More research about the effect of homocysteine
lowering therapy on the clinical progression of disease in
people with PAD and hyperhomocysteinaemia is needed.

Figure 2: A complex-simple document pair from the preprocessed Cochrane-auto dataset, along with the corre-
sponding original reference from the Cochrane corpus.

guage summary can have the same meaning as mul-
tiple complex sentences in the parallel abstract. By
swapping the (complex, simple) inputs of our align-
ment model, we automatically align each complex
sentence to one or zero simple sentences, instead of
the reverse. Then we assign consecutive sentences
ci within the same paragraph the merge operation
label if (1) they are aligned to the same simple sen-
tence sj , (2) one of them was already aligned to sj
and labelled rephrase, and (3) the other complex
sentences were labelled delete. Because of the lat-
ter two conditions, we only add alignments from
previously unaligned complex sentences to simple
sentences that were already included in our refer-
ences. Table 1 showed that adding these alignments
can indeed lead to an improvement in alignment
quality.

Table 4 shows the distribution of simplifica-
tion operations for Cochrane-auto. In comparison
with Newsela-auto and Wiki-auto, the classes are
more imbalanced, as Cochrane-auto contains more
rephrase and delete operations, and less copy and
split operations. This is clearly a result of the plain
language summaries being written largely indepen-
dently from the technical abstracts.

6 Experiments

In this section, we train document simplifica-
tion systems on Cochrane-auto and evaluate them
against a baseline on the updated Cochrane corpus.

We describe our planning and simplification mod-
els, our experimental setup and evaluation metrics,
and our results.

6.1 Simplification models
We finetune BART (Lewis et al., 2020) to perform
simplification on the documents (BARTdoc), para-
graphs (BARTpara), and sentences (BARTsent) in
Cochrane-auto. In doing so, we exclude sentences
which are labelled merge from the training data for
BARTsent. As a baseline, we use BART finetuned
on the updated Cochrane corpus.

Furthermore, using same approach that Cripwell
et al. (2023b) applied to Newsela-auto, we train a
plan-guided simplification model (Ô → BARTsent)
on Cochrane-auto. This is a modified version of
BARTsent that takes a control-token at the begin-
ning of each input, representing the simplification
operation (Section 5.5) that should be applied to
it. Sentences which should be merged are concate-
nated and provided to the model together. During
training, the ground-truth simplification operation
labels are used as control-tokens. At inference time,
the operations are predicted by a planning model.

6.2 Planning model
The task of a planning model is to predict a simpli-
fication operation for each sentence in a complex
document. For example, the RoBERTa-based (Liu
et al., 2019) classifier from Cripwell et al. (2023b)
takes a tokenized sentence as input and outputs a
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System BARTScore ↑ BLEU ↑ FKGL ↓ SARI ↑ Length
P R F1 Tok. Sent.

(r → h) (h → r)

Input -3.44 -3.01 -3.22 13.7 13.4 9.3 534.0 15.0
Reference -0.62 -0.62 -0.62 100.0 12.6 99.6 286.8 10.8

Baseline -3.57 -3.32 -3.44 11.4 12.6 34.1 250.5 9.1

BARTdoc -3.70 -3.36 -3.53 10.7 12.3 31.6 251.4 8.8
BARTpara -3.43 -3.25 -3.34 12.9 12.7 32.9 263.0 9.7
BARTsent -3.26 -3.15 -3.20 14.9 12.5 32.0 298.8 12.1

Ô → BARTsent -3.21 -3.41 -3.31 11.1 12.5 35.5 211.6 8.1

Table 5: Results of document simplification systems trained on Cochrane-auto, when evaluated on the updated
Cochrane corpus. The baseline is BART trained on the updated Cochrane corpus. For BARTScore, h is the
hypothesis and r is the reference.

prediction score for each operation class. We train
a similar classifier to predict the label of each com-
plex sentence in Cochrane-auto. Since our planning
model must be able to predict merge operations,
we also provide the subsequent sentence as input
to the classifier. If the model predicts that these
sentences should be merged, we label both of them
with the merge operation. Otherwise, we let the
classifier predict the label of the first sentence. We
provide the classifier with a single sentence if that
sentence appears at the end of a paragraph.

6.3 Experimental setup

We build upon the code11 of Cripwell et al. (2023b)
to train and evaluate our planning and simplifica-
tion models. Moreover, we apply length-based
filtering to the updated Cochrane corpus, so that it
contains 3,967 train, 500 validation and 502 test
pairs of ≤ 1,024 tokens each. We leverage this
corpus to evaluate our document simplification sys-
tems and to train the baseline, while we train our
other models on Cochrane-auto. After training the
planning model for 10 epochs, we select the model
checkpoint with the highest macro F1-score on the
validation set. With regards to the simplification
models, we implement early stopping based on the
validation loss with a patience of 3 epochs. All
other training details are the same as to those origi-
nally used by the authors of the code.

6.4 Evaluation metrics

In order to evaluate the simplifications generated
by our systems, we leverage BARTScore (Yuan

11https://github.com/liamcripwell/plan_simp

et al., 2021) and BLEU (Papineni et al., 2002) as
analogs for meaning preservation and fluency. Fur-
thermore, we assess readability using the Flesch-
Kincaid grade level (FKGL) (Kincaid et al., 1975),
and simplicity using SARI (Xu et al., 2016).

6.5 Results and Discussion
Table 5 summarizes the results of evaluating our
document simplification systems on the updated
Cochrane corpus. Along the dimension of readabil-
ity, all of our systems obtain mean FKGL scores
that are comparable to the mean reference score.
However, this score is relatively high, underlining
the difficulty of writing easy-to-read biomedical
lay summaries. Besides, FKGL is computed based
on syllable counts and sentence length, so that it
does not directly capture the amount of background
knowledge needed to read a text. In fact, adding
statistics such as confidence intervals to a text may
reduce the FKGL score, because it decreases the av-
erage amount of syllables per word. This explains
why the mean readability score of the inputs is only
0.8 above that of the references.

Taking a look at the other metrics, the scores
obtained by our systems appear to be relatively low.
This is because, despite being written according to
a comprehensive set of guidelines, there is much
variety in the Cochrane references compared to
the Newsela and Wikipedia references. Not only
does this influence evaluation, but also does the
resulting unpredictability make our trained systems
relatively conservative. In addition, as discussed
in Section 4, our scores are negatively impacted by
the fact that parts of the references cannot be gener-
ated based on the source document. Nevertheless,
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Simplification generated by the baseline
Two randomised trials with a total of 161 participants were
included in this review. The studies did not report on mor-
tality and rate of limb loss. One randomised trial showed
that there was a significant improvement in ankle brachial
index (ABI) in participants who received folic acid compared
with placebo (mean difference (MD) 0.07, 95% confidence
interval (CI) 1.04 to 0.11, P < 0.001). No major events were
reported. Currently, no recommendation can be made re-
garding the value of treatment of hyperhomocysteinaemia in
peripheral arterial disease. Further, well constructed trials
are urgently required.

Simplification generated by Ô → BARTsent
Two randomised controlled trials with a total of 161 par-
ticipants were included in this review. The studies did not
report on mortality and rate of limb loss. One trial with a
total of 133 participants showed that there was a significant
improvement in ankle brachial index (ABI) in participants
who received folic acid compared with placebo. A second
trial with a total of 18 participants showed that there was no
difference (P non-significant) in ABI in participants who re-
ceived a multivitamin B supplement compared with placebo.
No major events were reported.

Figure 3: The outputs of two document simplification
systems for the complex input document in Figure 2.

we find that these evaluation scores are useful for
comparing performances between systems.

To begin with, it can be seen that BARTdoc under-
performs compared to the baseline in terms of both
meaning preservation and fluency, and simplicity.
One reason could be that the baseline was trained
on a larger dataset, as Cochrane-auto comprises
only those document pairs in which at least 50% of
the complex sentences were automatically aligned.
Another reason is that the exclusion of unaligned
sentences from the references in Cochrane-auto
will to some extent have led to a loss of relevant
information. This includes elaborations, sentences
that were left unaligned due to alignment errors,
and information that could only be aligned at the
word-level rather than the sentence-level.

Furthermore, it can be observed that BARTpara
and – to a larger extent – BARTsent outperform the
baseline along the dimension of fluency and mean-
ing preservation, although they underperform along
the dimension of simplicity. Ô → BARTsent even
outperforms the baseline in terms of both SARI
(simplicity) and BARTScore F1, while its BLEU
score is only slightly lower than that of the baseline.
These findings demonstrate that training simplifi-
cation systems on Cochrane-auto, rather than the
updated Cochrane corpus, can be beneficial despite
all limitations mentioned above. Thus, we con-
clude that the creation of Cochrane-auto has indeed
been a valuable contribution.

Lastly, Figure 3 displays the outputs of our base-
line and Ô → BARTsent when they attempt to
simplify the complex input document from Fig-
ure 2. It can be seen that both systems are indeed
relatively conservative. Moreover, in this exam-
ple, our plan-guided system is better able to deter-
mine which sentences should be kept and which
ones should be deleted. Because it was trained
using oracle labels, the simplification model has
learned to actually delete any sentence whose pre-
dicted label is delete. This explains why our plan-
guided simplification system generates the shortest
outputs on average, especially when compared to
BARTsent, which rarely deletes sentences due to
its risk-avoiding nature. We conclude that having
a seperate planning and simplification component
has helped the system to be less conservative and
thereby outperform the baseline.

7 Conclusion

In this paper, we presented Cochrane-auto: a large
aligned dataset for the simplification of biomed-
ical abstracts at the document-, paragraph- and
sentence-level. Our freely available corpus com-
plementing Newsela-auto and Wiki-auto facilitates
text simplification research beyond direct lexical
and grammatical revisions. Experiments demon-
strated that a plan-guided simplification system
trained on this corpus can outperform a strong
baseline trained on unaligned abstracts and lay
summaries. Future work will investigate the per-
formance of more modern simplification systems
when trained on this corpus.

8 Limitations

Our experiments are restricted to English data in
the biomedical domain. There is obvious interest in
looking at a more diverse set of languages, and sev-
eral researchers and projects are currently working
on this. This is witnessed by, for example, a recent
Coling/LREC workshop devoted to this (Nunzio
et al., 2024).

For those looking for very strict lexical and gram-
matical simplifications at the sentence-level, the
plain English summaries have greater variation and
incorporate the discourse structure of the entire
paragraph and document. Although we filter and
realign exactly as done in Wiki-auto and Newsela-
auto (Jiang et al., 2020; Cripwell et al., 2023a;
Bakker and Kamps, 2024), and hence have similar
safeguards between aligned sentences, we observe
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greater variation in Cochrane-auto. As in the other
collections, our automatic alignments are imper-
fect, and the simple sentences that are correctly
aligned may still contain information that is not
present in the source sentence(s). More generally,
the main limitation of our approach is that the real
alignments between the complex and simple texts
may not reside at the sentence-level. There are also
obvious advantages to incorporating the variation
and the discourse structure of the entire paragraph
and document, and to further extend the scope of
text simplification approaches to address all the
interesting NLP challenges this presents.

As all generative models, our simplification mod-
els may suffer from creative generation (or “hallu-
cination”), and so their outputs should not be used
without manual inspection. In our text simplifi-
cation setting, we can further analyse and ground
the output of the model with the original source
text. Hence, text simplification present an excel-
lent setting to further study and quantify the degree
of revision and additions generated by the model.
This also inspired our introduction of a “merge” op-
erator, aligning source content previously consid-
ered as delete combined with a creative insertion.
As is well-known, existing evaluation measures
are almost blind to detect such issues. The impor-
tance of studying and addressing these aspects is of
paramount importance in future research, as they
present one of the greatest challenges of generative
models in NLP today.

9 Lay Summary

Many people have questions about health or med-
ical topics. The most accurate and reliable infor-
mation to answer such questions is in the biomedi-
cal literature written and used by medical experts.
However, this scientific literature is very difficult
to understand for non-experts. Fortunately, some-
times a special lay summary (like this one) is added
to a paper to convey the main points. This is re-
ally helpful, but only few scientific articles have
this, and not all the content of the articles has been
“translated” for lay readers. This paper uses pairs
of lay summaries and expert abstracts to create
the training data for new AI models. We show
that our corpus helps to build text simplification
models that can automatically “translate” expert
biomedical text for lay persons. This can lead
to novel tools that make authoritative information
from the biomedical literature directly available to

non-experts.
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A Data, code, and trained models

We share all our data and the code used to create
our new dataset (https://github.com/JanB100/
cochrane-auto), as well as the code used to train
and evaluate our simplification systems (https:
//github.com/JanB100/doc_simp), on GitHub.
In addition, we share our pretrained planning and
simplification models on HuggingFace (https:
//huggingface.co/janbakker) .

Cochrane-auto is freely available for research,
and avoids the (almost) impossible to obtain li-
cense issues of the Newsela-auto collection. It
also complements earlier direct biomedical sen-
tence to sentence level simplification corpora with
the great variation observed in human paragraph-
and document-level plain English versions broadly
conveying the same information.

These resources offer an easy starting point for
NLP research in sentence-level, paragraph-level or
document-level biomedical text simplification.

B Planning results

Copy Rephrase Split Merge Delete

3.3 51.2 0.0 0.0 45.5

Table 6: Distribution of operation classes predicted by
our classifier on the updated Cochrane corpus in per-
centages.

Table 6 shows the distribution of operation
classes predicted by our planning model on the
updated Cochrane corpus. Unfortunately, the clas-
sifier never predicts merge and split operations and
rarely predicts copy operations. This is largely a
result of the infrequency of these labels in the train-
ing data.

C Cochrane-auto example

Figure 4 displays another example of a complex-
simple document pair from the preprocessed
Cochrane-auto dataset, along with the correspond-
ing original reference from the Cochrane corpus.

Complex document
Fifteen heterogeneous trials, involving 1022 adults with dor-
sally displaced and potentially or evidently unstable distal
radial fractures, were included. While all trials compared
external fixation versus plaster cast immobilisation, there was
considerable variation especially in terms of patient character-
istics and interventions. Methodological weaknesses among
these trials included lack of allocation concealment and inad-
equate outcome assessment.

External fixation maintained reduced fracture positions (re-
displacement requiring secondary treatment: 7/356 versus
51/338 (data from 9 trials); relative risk 0.17, 95% confidence
interval 0.09 to 0.32) and prevented late collapse and malu-
nion compared with plaster cast immobilisation. There was
insufficient evidence to confirm a superior overall functional
or clinical result for the external fixation group. External
fixation was associated with a high number of complications,
such as pin-track infection, but many of these were minor.
Probably, some complications could have been avoided using
a different surgical technique for pin insertion. There was in-
sufficient evidence to establish a difference between the two
groups in serious complications such as reflex sympathetic
dystropy: 25/384 versus 17/347 (data from 11 trials); relative
risk 1.31, 95% confidence interval 0.74 to 2.32.

There is some evidence to support the use of external fix-
ation for dorsally displaced fractures of the distal radius in
adults. Though there is insufficient evidence to confirm a
better functional outcome, external fixation reduces redis-
placement, gives improved anatomical results and most of
the excess surgically-related complications are minor.

Simple document
Fifteen trials, involving 1022 adults with potentially or ev-
idently unstable fractures, were included. While all trials
compared external fixation versus plaster cast immobilisa-
tion, there was considerable variation in their characteristics
especially in terms of patient characteristics and the method
of external fixation.

The complications, such a pin tract infection, associated
with external fixation were many but were generally minor.
Serious complications occurred in both groups.

The review concludes that there is some evidence to support
the use of external fixation for these fractures. The review
found that external fixation reduced fracture redisplacement
that prompted further treatment and generally improved final
anatomical outcome.

Original reference
Fifteen trials, involving 1022 adults with potentially or ev-
idently unstable fractures, were included. While all trials
compared external fixation versus plaster cast immobilisa-
tion, there was considerable variation in their characteristics
especially in terms of patient characteristics and the method
of external fixation. Weak methodology, such as using inad-
equate methods of randomisation and outcome assessment,
means that the possibility of serious bias can not be excluded.

The review found that external fixation reduced fracture
redisplacement that prompted further treatment and generally
improved final anatomical outcome. It appears to improve
function too but this needs to be confirmed. The compli-
cations, such a pin tract infection, associated with external
fixation were many but were generally minor. Serious com-
plications occurred in both groups. The review concludes that
there is some evidence to support the use of external fixation
for these fractures.

Figure 4: Another complex-simple document pair from
the preprocessed Cochrane-auto dataset, along with the
corresponding original reference from the Cochrane
corpus.
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