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Abstract
The data-centric revolution in AI has revealed
the importance of high-quality training data for
developing successful AI models. However,
annotations are sensitive to annotator character-
istics, training materials, and to the design and
wording of the data collection instrument. This
paper explores the impact of observation order
on annotations. We find that annotators’ judg-
ments change based on the order in which they
see observations. We use ideas from social psy-
chology to motivate hypotheses about why this
order effect occurs. We believe that insights
from social science can help AI researchers
improve data and model quality.

1 Introduction

When annotating training data for AI models, the
primary focus is often on the quantity of labeled
data rather its quality or how it is collected. In-
troductory machine learning courses often portray
training data as generated by noise-free indepen-
dent draws from an underlying distribution. How-
ever, data annotation is a human rather than a sta-
tistical process and this human label variation has
often been neglected (Plank, 2022); it is unclear if
observations and their annotations are truly inde-
pendent from the perspective of the annotator.

This paper tests the hypothesis that the order
of observations presented during annotation im-
pacts the labels assigned. We experiment with
hate speech and offensive language annotations
of tweets. Our findings demonstrate that obser-
vation order impacts annotations. Moreover, the
order effect differs across the five conditions of
the annotation instrument we tested, highlighting
the nuanced influence of observation order on the
annotation process.

2 Relevant Research

The hypothesis that annotators annotate observa-
tions differently based on the order in which they
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#3: “Trash ain't it?”
Does this contain hate speech?
Does this contain offensive language?

Time

Figure 1: An example view of tweet annotations in a
sequentially ordered batch of 50 tweets

are presented rests on several streams of literature.
Our previous papers on annotation sensitivity sug-
gest that the design of the data collection instru-
ment impacts the annotations collected (Beck et al.,
2022) and the machine learning models trained on
those annotations (Kern et al., 2023). Spreading
two annotations of a single tweet across two screens
led to changes in Hate Speech and Offensive Lan-
guage annotation rates of five to seven percentage
points compared to conducting both annotations on
the same screen (Beck et al., 2022). The impact
of these small manipulations of the data collection
instrument prompted us to think that the order of
annotation observations may also impact the anno-
tations collected.

Research from social psychology and survey
methodology suggests two additional factors that
may affect annotation behavior: context and burden.
Context effects (also called anchoring or priming
effects) concern how human perception is influ-
enced by information perceived previously (Tver-
sky and Kahneman, 1974; Strack, 1992). Context
effects can make two objects appear more similar
or more different than they otherwise would. For
example, a very tall person can make others seem
shorter: a contrast effect. An unethical politician
can make other politicians seem less ethical: an
assimilation effect (Bless and Schwarz, 2010).
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In surveys, context effects can lead to question
order effects: earlier questions impact how later
questions are understood. For example, exchang-
ing the order of two questions about abortion mean-
ingfully changed respondents’ reported opinions.
Reordering the questions in a scale that measures
anxiety resulted in increased anxiety scores (Chap-
ter 2, Schuman and Presser, 1996). A similar effect
may occur during annotation: early observations
may change how annotators perceive later observa-
tions.

In surveys, respondents often alter their response
behavior across the length of a survey, which can
also introduce order effects. Most investigations
suggest that response quality decreases with length
rather than increasing. Respondents are more
likely to satisfice (choose an answer that is good
enough rather than evaluating all response options
(Krosnick et al., 1996)) as survey length increases
(Galesic and Bosnjak, 2009). Annotators may also
engage in satisficing behavior, annotating later ob-
servations with less care. Alternatively, annota-
tors may gain expertise as they annotate and as-
sign more accurate labels to later observations (Lee
et al., 2022).

These research findings lead us to hypothesize
that annotations may show order effects, that is, that
observations which appear earlier receive different
annotations than they would if they appeared later.
This paper analyzes annotations of tweets in the
context of hate speech and offensive language to
test whether the order of the tweets impacts the
annotations assigned. This preliminary research
will inform future studies and contribute to the
development of annotation best practices for the
NLP community.

3 Data

We use our previously collected dataset (Kern et al.,
2023) that contains annotations of 3000 tweets as
containing Hate Speech (HS) and Offensive Lan-
guage (OL). Tweets were selected from the David-
son et al. (2017) corpus and randomly grouped into
batches of 50 tweets. Each batch was annotated 15
times: three times in five experimental conditions.
This data set supports the estimation of order ef-
fects because the tweets were annotated in random
order and that order was recorded in the data set.1

Figure 2 illustrates the five conditions. Condition

1Data are available at https://huggingface.co/
datasets/soda-lmu/tweet-annotation-sensitivity-2

A collected both labels for a tweet on one screen,
offering options for HS, OL, or neither. Conditions
B and C divided the annotation for a tweet over two
screens. For Condition B, the first screen prompted
annotators to indicate whether the tweet contained
HS, and the subsequent screen addressed OL. Con-
dition C mirrored Condition B but reversed the
order of questions for each tweet. In Condition
D, annotators first identified HS for all assigned
tweets and then annotated OL for the same tweets
in the same order. Condition E followed a similar
approach but began with the OL annotation task
for all tweets, followed by the HS annotation task.

...

...

...

... ...

... ...

Time

A

B
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D
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Figure 2: Five Experimental Conditions

The annotators were 908 members of the Prolific
panel living in the US.2 Each participant annotated
one batch of 50 tweets in one condition (see Figure
1). Within each batch, the tweets were randomly
ordered. However, the order of the tweets was fixed
across the 15 annotators. The data set has 44,550
annotations of 3,000 tweets.3 See Kern et al. (2023)
for details of the annotation process.

4 Methods

We first look graphically at order effects, plotting
the percent of tweets labeled as HS and OL against

2https://www.prolific.com/
3Some annotators stopped before annotating all 50 as-

signed tweets; annotations by two annotators of 50 tweets
each were corrupted and omitted from the analysis. And the
N/A annotations were omitted from the analysis.
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Figure 3: Percentage of Hate Speech, Offensive Language Annotations versus Tweet Order
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Figure 4: Percentage of Hate Speech, Offensive Language Annotations versus Tweet Order, by Condition

tweet order in the annotation batch. Then we es-
timate linear probability models to test for order
effects. We also test which conditions of the an-
notation instrument are more vulnerable to order
effects using linear probability models.

5 Results

Figure 3 shows the percentage of HS and OL la-
bels by batch order. If order had no effect, the line
through the points would be horizontal, because
tweets were randomly assigned to batches and ran-
domly ordered within batches. Instead, we see that
the percentage of labels that are hate speech or
offensive language decreases with batch order.

We ran linear probability models to test these or-
der effects. The dependent variable in each model
is an indicator of whether a tweet was annotated
as hate speech or offensive language. The inde-

HS OL

Order -0.00057*** -0.00090***
(0.00015) (0.00016)

N 44,550 44,550

* p < 0.05, ** p < 0.01, *** p < 0.001
Estimated intercept not shown

Table 1: Order Effects in Hate Speech and Offensive
Language Annotations

pendent variable is the order of a tweet within a
batch (1 through 50). Table 1 shows the slope co-
efficients of the HS and OL regression models in
Figure 3. The negative and significant coefficients
in both models indicate that tweets later in a batch
are less likely to be labeled as HS and OL. Because
tweets were randomly ordered within batches, we
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HS OL

Condition A 0.2772*** 0.547***
(0.0098) (0.011)

Condition B 0.3037*** 0.616***
(0.0098) (0.011)

Condition C 0.2998*** 0.620***
(0.0098) (0.011)

Condition D 0.3415*** 0.548***
(0.0098) (0.011)

Condition E 0.35*** 0.605***
(0.01) (0.011)

Cond. A × Order -0.00038 -0.00121***
(0.00033) (0.00036)

Cond. B × Order -0.00030 -0.00108**
(0.00033) (0.00036)

Cond. C × Order -0.00069* -0.00138***
(0.00033) (0.00036)

Cond. D × Order -0.00030 -0.00017
(0.00034) (0.00036)

Cond. E × Order -0.00119*** -0.00066
(0.00034) (0.00037)

N 44,550 44,550

* p < 0.05, ** p < 0.01, *** p < 0.001
Intercept not included in models

Table 2: Order Effects by Condition

interpret these coefficients as order effects in tweet
annotation.

In addition, we ran models that controlled (sep-
arately) for annotator, condition, and batch fixed
effects for both outcome variables. Figure 5 indi-
cates that the coefficient on the order variable was
substantively unchanged and significant in each
model.

Figure 4 and Table 2 analyze order effects sep-
arately for the five instrument conditions. We see
strong main effects for condition: the annotation
collection instrument influences the annotations
collected, as reported in Kern et al. (2023). When
collecting hate speech annotations, order effects
are negative and significant in Conditions C and
E. However, the order effects in Conditions C and
E are not significantly different from each other.
Here it seems important that in both conditions the
OL annotation preceded the HS annotation. This
could be a potential explanation for the significant
condition-specific order effects for HS annotation
in Conditions C and E. Contrary to this theory,
when collecting OL annotations, order effects are
negative and significant in Conditions A, B, and C.

No Controls

Control: Condition

Control: Batch

Control: Annotator

No Controls

Control: Condition

Control: Batch

Control: Annotator

−0.002 −0.001 0.000 0.001
Coefficient

M
od

el

Outcome Variable: Hate Speech
Outcome Variable: Offensive Language

Figure 5: Estimated Coefficient on Tweet Order in linear
Regression Models

Again, the condition-specific order effects are not
different from each other.

6 Discussion & Conclusion

The order in which observations are presented to
annotators influences the annotations they assign.
The later a tweet appeared in a batch, the less fre-
quently it was annotated as hate speech or offensive
language. The estimated effects are small, however.
The fiftieth tweet in a batch is approximately 2.8
percentage points less likely to be annotated as
hateful and 4.5 percentage points less likely to be
annotated as offensive language than the first tweet
in a batch. However, annotators often label more
than 50 observations, which could lead to stronger
order effects. We see no evidence of a positive or-
der effect, overall or in any of the five experimental
conditions: later tweets are not more likely to be
annotated as hate speech or offensive language.

Statistically significant order effects are present
in five of the ten conditions we tested (five annota-
tion conditions (Figure 2) times two labels). While
Condition E showed a highly significant order ef-
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fect for HS annotations, its converse, Condition D,
does not have significant order effects for either
annotation. The condition-specific results do not
seem in line with the order effect mechanisms de-
scribed in the Relevant Research section. While
it is unclear to what degree these small but sig-
nificant order effects can be accounted to context
effects in place our empirical findings might be
interpreted as the first evidence for annotation bur-
den effects. Annotator fatigue or boredom could
have been the main drivers of diminishing anno-
tation probability, which would explain why no
interpretable condition-specific order effects were
observed; the burden of two annotations for 50
tweets was constant across all conditions.

The order effects we find in this study suggest
that researchers collecting annotations for model
building should give more thought the order of ob-
servations presented to annotators. Often, the order
in which observations are annotated is driven by the
needs of the model, as in Active Learning (Wang
and Plank, 2023). We suggest that label collec-
tors should also consider the impact of observation
order on annotators. Until we better understand
the causes of order effects, we recommend ran-
dom ordering of observations. We also recommend
thorough documentation of annotation collection
methods to foster replicability and reproducibility.

More research is needed to identify the under-
lying mechanisms of the order effects we have de-
tected to better understand when they may appear
and at what intensity. The literature reviewed above
suggests several hypotheses that future research
should test. Follow-up research could investigate
whether order effects are stronger when the an-
notation task is more challenging or difficult, as
suggested by the survey literature (Schuman and
Presser, 1996), and measure whether annotation
guidelines/tutorials anchor the annotation behavior.
An in-depth qualitative analysis of single tweets or
sequences of two tweets could yield valuable in-
sights into linguistic determinants of order effects.
The deeper understanding provided by future re-
search should help us design annotation procedures
to reduce order effects.

This preliminary work adds to the growing litera-
ture on annotation sensitivity. Even large language
models are fine-tuned on human feedback about
the most appropriate and relevant response. This
research and others cited above demonstrate that
social science theories about how people answer
questions and make judgments are crucial to the

collection of high-quality training data for NLP and
other AI models.

Limitations

Several limitations challenge the validity and gen-
eralizability of our results. First, our data do not
allow us to test hypotheses about the causes of
the order effects. Although tweets were randomly
assigned to batches and randomly ordered within
batches, each tweet always appeared in that same
order across annotators. The lack of randomiza-
tion of order across annotators limits our ability
to test hypotheses about contrast and assimilation
or about learning and burden over time. It also
hampers our ability to uncover the reasons behind
the different order effects by conditions. It is also
possible that the downward slopes in the graphs
(Figures 3 and 4) might be caused by a failure in
the randomization process in each of the conditions.
We encourage future work on this issue.

We are also not able to assess whether order
effects improve or worsen after 50 tweets. Annota-
tors often perform many more than 50 annotations.
If fatigue is a factor in the order effect we detected,
annotation quality may worsen as annotators per-
form more annotations. In addition, we used only
English tweets and only American annotators. Fu-
ture work should look at other tweets and other
populations, as well as other types of NLP and
non-NLP tasks.

In addition, while the five experimental condi-
tions contained the same number of tweets (50),
each annotator in Condition A saw 50 screens while
the others saw 100 screens. However, we did not
detect meaningful differences between Condition A
and the other conditions, suggesting that the num-
ber of tweets is more important to order effects
than the number of screens.

Ethics Statement

This data collection was reviewed by the IRB of
RTI. Annotators were paid a wage in excess of the
US federal minimum wage. Our work deals with
hate speech and offensive language, which could
cause harm (directly or indirectly) to vulnerable so-
cial groups. We do not support the views expressed
in these tweets.
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