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Abstract
In the digital age, geopolitical events frequently catalyze discussions among global web users. Platforms such as
social networks and messaging applications serve as vital means for information spreading and acquisition. The
Russian aggression against Ukraine has notably intensified online discourse on the matter, drawing a significant
audience eager for real-time updates. This surge in online activity inevitably results in the proliferation of content,
some of which may be unreliable or manipulative. Given this context, the identification of such content with information
distortion is imperative to mitigate bias and promote fairness. However, this task presents considerable challenges,
primarily due to the lack of sophisticated language models capable of understanding the nuances and context of
texts in low-resource languages, and the scarcity of well-annotated datasets for training such models. To address
these gaps, we introduce the TRWU dataset – a meticulously annotated collection of Telegram news about the
Russian war in Ukraine gathered starting from January 1, 2022. This paper outlines our methodology for semantic
analysis and classification of these messages, aiming to ascertain their bias. Such an approach enhances our ability
to detect manipulative and destructive content. Through descriptive statistical analysis, we explore deviations in
message sentiment, stance, and metadata across different types of channels and levels of content creation activity.
Our findings indicate a predominance of negative sentiment within the dataset. Additionally, our research elucidates
distinct differences in the linguistic choices and phraseology among channels, based on their stance towards the war.
This study contributes to the broader effort of understanding the spread and mitigating the impact of biased and
manipulative content in digital communications.
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1. Introduction

The proliferation of internet and web technologies
has had an impact on public discourse, shaping
opinions and perceptions. With a wealth of data
available from diverse sources, ranging from factual
information to personal opinions, navigating this in-
formational landscape can be daunting (Adams
et al., 2023; Mendoza et al., 2023). Therefore, the
exploitation of information literacy and critical think-
ing can distort public understanding and opinion
(Aslett et al., 2023). Traditional technological tools
have proven difficult in addressing these complex
challenges (Zakharchenko et al., 2021).

The complexity of discerning opinions from ob-
jective facts is compounded in politically charged
scenarios, such as the Russian invasion of Ukraine
in February 2022. The narratives surrounding such
events do not merely shape public morale but also
influence mental health, beliefs, and international
perspectives on credibility and support (Haq et al.,
2022). In this context, the automated classification
of content based on its biases becomes a pivotal
tool for fostering a more informed and trustworthy
Web environment (Meel and Vishwakarma, 2020).
Previous efforts have explored various computa-
tional approaches to address these challenges, in-
cluding classification (Solopova et al., 2023), text

summarization (Galeshchuk, 2023b), and topic
modeling (Ustyianovych et al., 2023), particularly
in Ukrainian and Russian contexts (Galeshchuk,
2023a). However, the development of robust, ex-
plainable, and efficient models capable of accu-
rately identifying the biases of textual content re-
mains a pressing and relevant challenge. Such
models not only aid in filtering and understand-
ing content but also play a vital role in educat-
ing users about the nuances of misleading infor-
mation. Communication strategies and linguistics
constantly evolve with new approaches developed
to interact with and address the target audience.
Therefore, technological means for processing and
understanding natural language and communica-
tion contexts need to remain up to date to keep up
with current issues.

Our research contributes to this field by present-
ing a novel annotated dataset related to the Rus-
sian aggression against Ukraine with a multi-task
transformer-based model trained to identify geopo-
litical stance, sentiment, and the presence of hate
or discrimination in the input message. By lever-
aging the capabilities of large language models
(LLMs), we delve into the intricacies of textual data,
seeking to unveil patterns that distinguish biased
narratives. Our findings underscore the potential of
these technologies to enhance our comprehension
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of biased content and, by extension, to promote a
nuanced and critical engagement with information
in the digital age.

2. Related Work

The study of information campaigns in digital envi-
ronments has become increasingly pertinent with
the advent of social networks and web technolo-
gies. These platforms are not solely conduits for
the spreading of factual information; they also serve
as sites for strategic communications aimed at influ-
encing public opinion and garnering support within
online communities. An illustrative example of how
digital platforms can be utilized for such purposes
is observed in the analysis of various information
campaigns, including those conducted on social
media platforms (Courchesne et al., 2022). This
study investigates the dynamics of online activity
associated with significant geopolitical events, high-
lighting the capacity of strategic communication
efforts to engage with and influence digital commu-
nities. The analysis, which encompasses a broad
dataset of social media accounts, reveals a marked
increase in online activity coinciding with pivotal
events and underscores the effectiveness of co-
ordinated information dissemination strategies in
capturing public attention and shaping narrative
discourse.

The comprehensive examination of these social
media activities, including a study of over 126 thou-
sand accounts, illustrates the challenges faced by
content moderation teams and the sophisticated
nature of modern information campaigns. Such
studies highlight the complexity of digital informa-
tion verification and the need for advanced method-
ologies to understand and navigate the intricacies
of information manipulation in the digital age. A re-
cent study by Park et al. (2022) describes the Voy-
naSlov dataset that was collected from two social
networks, Twitter and VKontakte, to analyze and
detect media opinion manipulations related to the
Russian war in Ukraine. It consists of more than 38
million posts based on Russian media statements
and expressions. The authors focus on distinguish-
ing sources into state-affiliated and independent.
As expected, the usage of words and phases dif-
fers between these two categories along with the
formed topics distribution. The study results high-
light a spike in user engagement and the number
of generated posts after the invasion began on
February 24, 2022. This observation confirms how
real-world events engage users in online activity
and content creation.

Fedushko et al. (2023) proposed innovative meth-
ods to support real-time decision-making about an-
tagonistic user behavior on social networks. The
proposed techniques showed significant results in

decreasing the number of destructive content gen-
erated and shared, which contributed to more sus-
tainable interactions in online communication. The
developed models consider decisions, information
environment, and decision-making criteria as the
key processes for online community management.
The methods were validated on a Facebook online
community and showed an increase in user partici-
pation (and community size) in just one month after
implementing the strategy for sustainable commu-
nity development, indicating that it is possible to
alert and guide users about the dangers of posting
destructive comments online.

Threat detection in Web communication is an-
other aspect that is worth attention and can be tack-
led with AI- and data-driven technologies. Seman-
tic analysis combined with communication behav-
ioral models is already successfully used to handle
threats in social media discussions. Fedushko and
Benova (2019) suggests a process for performing
users’ semantic analysis in an online environment,
which improves the efficiency of threat detection by
up to 40%.

Since a large number of discussions occur on
social media platforms, it is crucial to understand
the formed trends and patterns, especially in the
context of specific subjects and objects. Visualiza-
tion techniques might be efficiently used to investi-
gate opinions and perform social communications
mining. These methods were successfully used
to analyze opinions appertained to such topics: 1)
energy sources and 2) social network brands of
academic institutions (Gutierrez et al., 2021). Our
dataset and model contribute to the area of social
media and instant messages analysis in order to
have a full picture of the public stance towards spe-
cific topics, including sensitive ones.

Transformers and large language models have
been effectively applied for the detection of unre-
liable information within news and online content.
A case in point is the HQP dataset specifically col-
lected to facilitate the identification of misinforma-
tion by incorporating 30 thousand tweets related to
the war between Russia and Ukraine. This dataset
is notable for its differentiated labeling approach,
categorizing data into "high-quality" and "weak" la-
bels. High-quality labels are distinguished by their
validation through human review, ensuring the trust-
worthiness and accuracy of the data. In contrast,
weak labels lack human validation, presenting a po-
tential challenge to model accuracy (Maarouf et al.,
2023). The methodology adopted for data labeling
in the HQP dataset, and the subsequent applica-
tion of pre-trained language models, showcases
the critical role of high-quality labels in enhancing
model performance. The achieved results highlight
this, with models trained on high-quality labeled
data achieving an Area Under the Curve (AUC)
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score of 92.25. This outcome indicates a signifi-
cant improvement in the model’s ability to detect
untrustworthy content accurately, highlighting the
importance of rigorously validated data during the
design of effective detection systems.

Applications of few-shot learning and zero-shot
classification are other promising areas discussed
to improve the detection of harmful content and
bias, and puzzle out related information trustworthi-
ness tasks (Nayeon et al., 2021; Liew et al., 2023;
Modupe et al., 2023; Yao et al., 2022).

3. Telegram War News Dataset

3.1. Dataset Collection

The Russian-Ukrainian war dataset has been col-
lected from thoroughly selected pro-Russian and
pro-Ukrainian Telegram channels. The selection
of channels is based on the lists of reliable versus
untrustworthy information sources provided by the
Ukrainian Center for Countering Disinformation (for
Countering Disinformation, 2022) and the Institute
of Mass Information (of Mass Information, 2023).
Telegram is an instant messaging application with
700 million monthly active users. It offers the op-
tion to create channels for broadcasting content to
large audiences. Each message can contain me-
dia content, which makes it suitable for multimodal
news analysis (Wang et al., 2022b). Users in a
channel can leave comments and reach with emo-
jis, which leads to another exciting area of research
– online user engagement and behavior analysis
(Fedushko et al., 2020). Telegram has an open API
for extracting data from specific channels (based
on their ID). We collected data from six news and
blog-like channels regularly posting content about
the Russian war against Ukraine. Statistics on the
number of messages retrieved from each channel
are given in Table 1.

The total number of messages collected is
252,677 from January 1st, 2022 until December
14th, 2023. At the time of writing, new data is being
collected for further processing. Each message
contains the channel name, timestamp, message
ID for the selected channel, and the text of the mes-
sage itself. The messages have been labeled using
the gpt-3.5-turbo-1106 large language model
with a human-in-the-loop to ensure the reliability of
the assigned labels. Additional data validation and
normalization were accomplished to standardize
the labels and meet the actual research purpose.
Messages are labeled according to the channel’s
attitude mentioned in Table 1 and randomly split
into training, validation, and testing sets with such
percent ratios: 90%, 5%, and 5% correspondingly.

3.2. Dataset Statistics
The uniqueness of our dataset primarily derives
from its comprehensive compilation process and
focused applicability to the Russian-Ukrainian war.
Unlike conventional datasets that predominantly
source from widely used social media platforms
like Twitter and Facebook, our dataset uniquely
taps into the Telegram instant messaging platform.
This choice was deliberate, given Telegram’s dis-
tinct user base and communication style, which
significantly differ from other platforms. Telegram
channels offer a rich amount of data in varied
tones—ranging from news and factual reports to
blog posts and opinion pieces. This diversity not
only improves the dataset but also makes it excep-
tionally versatile for Natural Language Processing
(NLP) research, promoting a broad exploration of
communication techniques and content types.

A pivotal aspect of our dataset’s development
was a thorough selection of sources, ensuring
that each included channel introduced a clear
stance (pro-Russian or pro-Ukrainian) regarding
the war. This careful curation process guarantees
the dataset’s relevance and validity for studies fo-
cusing on sentiment analysis, manipulative content
detection, and the examination of targeting tactics.
Our research aims to analyze the sentiment of mes-
sages from a pro-Ukrainian perspective. It’s impor-
tant to consider that the same message can be
interpreted differently by audiences based on their
viewpoints and backgrounds.

Further distinguishing our dataset is the use of
GPT-3.5 for initial labeling, tasked with extracting
sentiment and filtering out irrelevant content. This
step was augmented by human validation to ensure
the accuracy and reliability of the labels assigned
by the AI, addressing potential biases and inaccu-
racies inherent in automated processes.

Our motivation to create this dataset facilitates a
nuanced analysis of communication patterns, en-
abling researchers to identify harmful and mislead-
ing content effectively. Its applicability extends to
improving government accounting information sys-
tems, as demonstrated by related studies, show-
casing its potential to influence a wide range of
fields positively (Duan et al., 2023). By carefully cu-
rating, labeling, and validating our dataset, we have
created a resource that stands out for its method-
ological stringency and direct relevance to current
geopolitical events, offering invaluable insights into
the dynamics of information dissemination and re-
ception in the digital age.

According to Table 1, 152,502 (55.19%) of the
content is retrieved from pro-Russian sources,
whereas 123,812 (44.80%) entities belong to pro-
Ukrainian channels. All the channels’ sentiment
most frequent value except rian_ru is negative, and
for the latter it is neutral. A histogram with the col-
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Channel Stance Count Fraction Mean Mode
token count sentiment

rian_ru Pro-Russian 79,663 28.83% 28.26 neutral
ROSSIYA_SEGODNIA Pro-Russian 69,238 25.05% 55.16 negative

uniannet Pro-Ukrainian 67,727 24.51% 48.58 negative
radiosvoboda Pro-Ukrainian 33,225 12.02% 108.63 negative

UkrPravdaMainNews Pro-Ukrainian 22,860 8.27% 46.34 negative
ZE_kartel Pro-Russian 3,601 1.30% 74.91 negative

Table 1: Number and percentage of messages per channel

Figure 1: Text Length Histogram with mean, me-
dian, and standard deviation ranges.

lected data text length is shown in Figure 1. The
mean and median values are 373.47 and 259, re-
spectively, and the standard deviation is 376.63.
Also, 89.79% of the messages are below one stan-
dard deviation from the mean, meaning that their
length is less than or equal to 750.10. After text
preprocessing, the mean text length was reduced
by 32%.

We provide a summary of the number of remain-
ing tokens per message after applying preprocess-
ing, which includes text cleaning, stopword removal,
and lemmatization. The mean and median token
count after text preprocessing are 29.52 and 21
respectively, and the standard deviation is 29. The
obtained distribution pattern is similar to the one
for text length and is shown in Figure 2.

3.3. Semantic Analysis

Analyzing data on the semantic level is crucial to
extracting meaning from the text and understand-
ing the critical features of the studied sources con-
cerning word usage and style. To create a gen-
eral comprehension of the text data after clean-
ing and lemmatization, we identified the most fre-
quently used words: "Ukraine", "Russian", "war-
like", "claim", "connection", "USA", "Putin", "Zelen-
skyi", "offensive", "sanction", "destroy", "weapon".

Figure 2: Histogram for the number of tokens with
mean, median, and standard deviation ranges.

There are 92,342 and 118,870 unique entities used
in pro-Russian and pro-Ukrainian channels, respec-
tively. This is an exciting finding since there are far
more pro-Russian messages; nevertheless, the
word usage within pro-Ukrainian sentences is sig-
nificantly richer.

We observed a “separation” in vocabulary be-
tween the two sides: 57.06% of the unique words
used by the pro-Ukrainian sources do not appear
in pro-Russian channels; within Pro-Russian chan-
nels, this rate is 44.72%. We analyzed unique
words within each side and found that they mainly
include derogatory named entities against the op-
posite side, abbreviations, local areas and regions,
and words with local and specific meanings. For
example, unique words from pro-Russian channels
contain the character "Z" which is known to be
their symbol of the war. Also, the word "war" itself
is replaced by "special military operation". Some
pro-Ukrainian publications might contain Ukrainian
words even though the text piece is written in Rus-
sian. This factor contributes to the number of
unique words used between the sources and can
help our model differentiate between these origi-
nating sources. The data presented in the figure 3
compares sentiment classification results from an
automated method using OpenAI API gpt-3.5-
turbo-1106 model with human validation. The
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Figure 3: Sentiment proportion by method

figure illustrates the proportion of messages cat-
egorized as negative, neutral, and positive. The
AI-based sentiment analysis results show that the
majority of the dataset, 53.13%, exhibits a negative
sentiment. Neutral sentiments, which may repre-
sent unbiased reporting, factual statements, or am-
biguous content, constitute 33.30% of the dataset.
Positive sentiments, indicative of optimism and sup-
portive statements, account for 13.45%. A small
fraction of the data (not represented on the figure),
merely 0.12%, is categorized under mixed senti-
ments, highlighting texts that possibly contain con-
flicting emotions or viewpoints. In contrast, human
validation results based on a randomly selected
sample of labeled messages, are in a different senti-
ment distribution. While the proportion of negatively
classified messages is similar to the GPT-3.5 re-
sults, human validation assigns a significantly lower
proportion as neutral and a considerably higher pro-
portion as positive. The discrepancy, specifically in
the positive category, may be due to the detailed
and contextual understanding that human valida-
tors bring to the task, which automated systems
like GPT-3.5 may not fully capture, especially in the
complex and sensitive context of war-related com-
munications. The figure highlights the critical role
of human oversight in sentiment analysis and the
importance of multimodal validation for sensitive
topics. The obtained sentiment values correspond
with the stance and source channel of the message.
The sentiment distribution underscores the com-
plexity and variability of the sentiments expressed in
the Web communication, offering valuable insights
into the ruling attitudes and perceptions within the
collected data. However, it should be noted that
the AI-based labels offered sentiment classification
from a prospective without favoritism to any side of
the war. A refined version of the prompt with few-
shot learning might improve the obtained results
and make them suitable to identify the sentiment
according to specific requirements.

We highlight the need to employ entity-level sen-
timent detection since distinct sentiments can be
assigned to multiple entities represented in a piece

of text (Rønningstad et al., 2022). This approach
would contribute to the identification of the mes-
sage’s stance toward the war, and provide insights
on the named entities represented within the text.
Also, it offers a multi-faceted sentiment analysis
compared to examining data from a single perspec-
tive.

Figure 4 shows 7-day window rolling average
sentiment values by channel’s attitude and applied
methodology to detect sentiment over time. The us-
age of the rolling average sentiment score smooths
out the noise, providing a clear view of the overall
trends over time. Pro-Russian channels are rep-
resented with mostly negative sentiment scores
according to the GPT-3.5 classification through-
out the observed period. The sentiment scores
for pro-Russian channels (shown in blue) demon-
strate changes over time but with a generally less
pronounced variance. In contrast, the sentiment
scores for pro-Ukrainian channels (shown in or-
ange) appear to follow a similar trend, maintaining
lower average sentiment values compared to their
pro-Russian counterparts. However, the sentiment
values for pro-Ukrainian channels also fluctuate,
suggesting that external factors and evolving news
dynamics impact them. Therefore, when evaluat-
ing sentiment with technological means, it is im-
portant to consider the biases of these analytical
tools being used. Our research results show that
the GPT-3.5 model tends to interpret themes of war
and conflict with a negative sentiment despite the
evidence that some messages might be perceived
differently by specific users. This is supported by
the consistently negative sentiment scores given to
massages of both channel viewpoints throughout
the period studied. So, our finding highlights the
importance of method selection in sentiment analy-
sis studies and underscores the value of multiple
analytical approaches comparison for a compre-
hensive view of trends in digital communication.
Nevertheless, the employed GPT-based method
proves the sentiment scores are mainly negative
due to the nature of events.

3.4. Challenges and Limitations
Detecting biased, misleading, and manipulative
content in such a dynamic environment as instant
messaging platforms or social media is challenging
because new data gets generated and shared in
real-time, forming patterns unseen in historical data.
So, usage of methods like incremental learning
(Shan et al., 2020; Abdalla et al., 2022; Barve et al.,
2022; Wang et al., 2022a) and well-established
ML operations processes are becoming extremely
helpful in these scenarios (Shukla and Cartlidge,
2022; Jarrahi et al., 2023; Mäkinen et al., 2021).

Furthermore, there is very little properly and pub-
licly available labeled data to identify such con-
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Figure 4: 7-day window rolling average GPT-3.5 sentiment score per channel stance

tent in the context of the Russian-Ukrainian war.
Ukrainian is considered a low-resource language,
with few available tools and models (Gomez et al.,
2023). Selecting relevant sources and designing
comprehensive labeling methods is crucial for de-
veloping high-performing models in the future. With
that in mind, care was taken to collect data that was
clearly associated with either side of the war and
represented the respective attitude in their Web
publications. For instance, a Ukrainian-based Tele-
gram channel UkrPravdaMainNews was chosen
because it posts pro-Ukrainian news, whereas the
Russian-based channel rian_ru, which is part of
a well-known Russian news agency, was chosen
because it contains pro-Russian publications. The
application of GPT-3.5 to assign such labels as
geopolitical stance, sentiment, and presence of dis-
crimination in an input text allowed us to identify the
most relevant to the subject matter messages. Addi-
tional human validation, which included exploratory
data analysis and verification of the assigned labels,
significantly improved the dataset.

Additionally, the usage of machine learning mod-
els, DNNs (deep neural networks) as well as statis-
tical methods can confirm whether there is a statis-
tical difference between these and other examined
labels. Topic models can be applied to categorize
the data in an unsupervised manner and provide
insights about the subject matters they contain.

Our dataset contains both pro-Ukrainian and
pro-Russian texts written in the Russian language.
However, there is a shortage of pro-Russian publi-
cations in Ukrainian which complicates achieving
the defined goal for this language. Data augmen-
tation methods including transformer-based trans-
lation might become handy to overcome this chal-
lenge (Liu et al., 2023; Gong et al., 2022). This

is also a promising way to develop a multilingual
model in further research.

About 40% of the messages in the dataset are
not related to the war between Russia and Ukraine,
which has been identified with GPT-3.5 zero-shot
classification and human verification. Controlling
the percentage of these entities is crucial to keep
an optimal balance between relevant and extrane-
ous messages in order to accomplish the modeling
part. So, employing means to denoise the data
and extract the most informative samples is crucial
to reach the target of this study.

4. Data Processing

The whole workflow is depicted in Figure 5. The
diagram outlines a multi-stage process for analyz-
ing and processing text data from Telegram mes-
sages, aimed at evaluating the dataset’s predic-
tive capabilities with conventional machine learning
methods and fine-tuning language models. The for-
mer technique involved input text cleaning and pre-
processing using spaCy ru_core_news_lg and
ua_core_news_lg language pipelines, creating
word embeddings with fastText, and vectors manip-
ulation. The fastText model was trained with the
following parameters: vector size of 300, window
size of 5, minimum word frequency of 3, training al-
gorithm was skip-gram, ten epochs, and four worker
threads. Then, the formed word embeddings were
passed to the XGBoost classifier for hyperparam-
eter tuning and evaluation. The data processing
required for performing the NLP transformer-based
approach consisted of such steps: text data clean-
ing, prompts generation for zero-shot classifica-
tion, extraction and standardization of the LLM’s
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output, and data unification. The formed dataset
contained the text messages with corresponding
Telegram metadata (ID, datetime, channel) and
assigned labels by gpt-3.5-turbo-1106. The
following prompt instructions were provided to the
large language model: "Analyze the following mes-
sages related to the war between Ukraine and Rus-
sia. For each message: 1. Determine the senti-
ment (positive, negative, neutral, etc.) expressed
in the message. 2. Identify geopolitical attitude or
hate/discrimination and in favor of what side it is
expressed: indicate whether it’s pro-Ukrainian, pro-
Russian, or any other geopolitical stance. Take into
account that messages might contain glorification,
hate, and discrimination, which should be consid-
ered when classifying attitudes. 3. If the message
lacks a geopolitical attitude or isn’t related to the
conflict, mark it as not applicable to geopolitical at-
titude. The output should be returned as a Python
dictionary array with such keys: message ID, sen-
timent, detected favorable attitude, and whether a
message contains hate or discrimination (yes or
no)". Human validation was accomplished after-
ward to ensure data quality, standardized values
for categorical variables, and accurate annotation.
We employed exploratory data analysis of the GPT-
based labels to find and correct abnormal or un-
expected values, gather statistics, and correlate
them to find mislabeled entities. A sample of the
data was taken for manual validation, and accu-
racy scores between human and AI-based labels
were calculated. The obtained human validation
results show mediocre performance in determining
the proper sentiment in the context of events like
a war. On the other hand, the AI agent did more
than 80% correct on the geopolitical attitude and
identifying irrelevant content. The data was passed
as input to language models for fine-tuning. The
returned outputs by the AI-based agent were trans-
formed and converted into a pandas data frame
and joined with the original dataset to make it suit-
able for model training. This workflow is crucial
for the methodological processing of raw Telegram
messages into valuable information assets through
advanced NLP techniques. Each step of the pre-
sented workflow is designed to enhance the overall
predictive performance and capabilities of the mod-
els.

5. Text Classification

The modeling part was performed on the collected
Telegram War News dataset, first to assess its
predictive performance using the XGBoost clas-
sifier and, second, to build a robust multi-task lan-
guage model capable of distinguishing between
pro-Ukrainian and pro-Russian messages, their
sentiment, and stance. Such a model will become

extremely helpful in mitigating the consequences
of bias and misleading content spreading through
Internet resources with specific attitudes.

5.1. Experimental Settings

We conducted hyperparameter optimization target-
ing the Area Under the Curve (AUC) score, com-
plemented by a 3-fold cross-validation strategy for
the XGBoost classifier on the training dataset. The
evaluation of the optimized model was carried out
on a separate testing set. Each input document
was represented as a 300-dimensional vector. The
search for optimal hyperparameters utilized the hy-
peropt package, with a defined search space that
included the maximum depth of trees, learning rate,
fraction of data used per iteration, minimum weight
of child nodes, gamma as the regularization param-
eter, subsample ratio of features for constructing
each tree, and the type of boosting model employed.
We conducted a total of 35 trials, with the Tree of
Parzen Estimators (TPE) algorithm chosen for the
optimization process.

Fine-tuning of the multi-task language models
was executed on computing instances equipped
with NVIDIA Tesla V100 GPUs. We utilized the
google/mt5-base and xlm-roberta-base for
their multilingual capabilities in text tokenization
and subsequent fine-tuning phases. The training
phase involves fine-tuning the models on the multi-
variable data frame with a custom PyTorch Dataset
instance, which efficiently manages data fetch-
ing. The models, specifically MT5EncoderModel
and XLMRobertaModel, were adapted with cus-
tom adjustments to their output layers and loss
computation methods, assigning distinct weights
to each predictive variable. The variables for pre-
diction included: the channel’s originating source
attitude, sentiment, stance, presence of discrimi-
nation, combined channel’s attitude and sentiment,
and a merge of stance and sentiment. Tokenization
restricted the text input to a length of 256 tokens.
The training process spanned 10 epochs with batch
sizes of 64 for both training and evaluation. Evalu-
ation is conducted on a separate validation dataset
to assess the model’s accuracy and effectiveness
in handling both tasks simultaneously, leading to its
subsequent deployment for real-world applications.

5.2. Results

The optimal set of hyperparameters to build a
robust XGBoost classifier for a message orig-
inating channel’s attitude was: booster: ’gb-
tree’; colsample_bytree: 0.99837; gamma:
0.17946; learning_rate: 0.18935; max_depth: 17;
min_child_weight: 14; and subsample: 0.89539.
The final AUC scores on training and testing sets
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Figure 5: Telegram data inference pipeline

are 0.9715 and 0.9065, respectively. We com-
puted such metrics as accuracy (0.9088), precision
(0.9062), recall (0.8862), and F1 score (0.8961) as
well.

The multi-task model displayed above-mediocre
performance with an average accuracy of 0.74. It
effectively identified the originating channel’s at-
titude with a high accuracy of 0.95 and detected
the presence of discrimination with an accuracy of
0.94. However, when the model was tasked with
simultaneous detection of channel attitude and sen-
timent, the accuracy slightly reduced to 0.67, and
further to 0.51 for combining geopolitical stance
and sentiment. This indicates a more challenging
scenario when the model is required to discern mul-
tiple nuanced aspects concurrently. These results
show that while the model exhibits high accuracy
with certain individual tasks, particularly in detect-
ing the originating channel attitude and discrimi-
nation, there is a trade-off in performance when
multitasking on sentiment and geopolitical stance.
The obtained results highlight the complexity of
multi-faceted analysis and point to opportunities for
further improvement in multi-task modeling. It is
worth paying detailed attention to data labeling and
fine-tuning more complex language models. Also,
the application of a single-task classification might
improve the performance and design a specific tar-
geted classification tool.

6. Conclusion and Future Work

Our research introduces the TRWU dataset, com-
prising texts from pro-Ukrainian and pro-Russian
Telegram channels, featuring both factual and opin-
ionated content. This dataset’s uniqueness lies
in its contemporaneous nature and thoroughly se-
lected sources, delivering a comparative analysis
of communication patterns. We used text min-
ing to identify key lexical features and word us-
age across different channels. Our classification
pipeline, which integrates spaCy, fastText, and XG-
Boost, was optimized to predict the stance of mes-
sages. We uncovered essential hyperparameters
for optimal performance. We used zero-shot clas-
sification along with human validation for data la-
beling. The fine-tuned multi-task language model
successfully classified the originating channel’s at-
titude and presence of discrimination. Our findings
indicate a need for enhanced sentiment detection
tools for Ukrainian and Russian languages.

Future Work. Our proposed future work includes:
1) advancing stance and sentiment classification
with rigorous labeling and model fine-tuning; 2) im-
plementing vector databases for efficient document
collocation; 3) context-based entity sentiment anal-
ysis, especially in conflict-related discourse; 4) pur-
suing excellence in model performance for both
multi-task and single-task objectives; 5) further de-
veloping models for low-resources languages like
Ukrainian (Laba et al., 2023).
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the data. We have attempted to be unbiased in col-
lecting the data from the selected channels and
have not tried to censor any content. So, we
will take respective precautions to warn users of
this once the dataset is released. Therefore, eth-
ical considerations are crucial when working this
dataset for bias and manipulative patterns detec-
tion since content related to subjects like war can
be sensitive, distorted, or unfair (Deepak, 2021).
We strongly recommend evaluating the results with
fairness metrics and using machine learning mon-
itoring to improve observability and awareness of
how such systems perform (Ashktorab et al., 2023).
Utilizing tools for interpretability and explainability is
essential to tackle this challenge and ensure trans-
parency of the models.
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