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Abstract

This paper describes the Brandeis University
submission to VarDial 2024 DSL-ML Shared
Task on multilabel classification for discrim-
inating between similar languages. Our sub-
mission consists of three entries per language
to the closed track, where no additional data
was permitted. Our approach involves a set
of simple non-neural baselines using logistic
regression, random forests and support vector
machines. We follow this by experimenting
with finetuning multilingual BERT, either on
a single language or all the languages concate-
nated together. In addition to benchmarking
the model architectures against one another on
the development set, we perform extensive hy-
perparameter tuning, which is afforded by the
small size of the training data. Our experiments
on the development set suggest that finetuned
mBERT systems significantly benefit most lan-
guages compared to the baseline. However,
on the test set, our results indicate that simple
models based on scikit-learn can perform sur-
prisingly well and even outperform pretrained
language models, as we see with BCMS. Our
submissions achieve the best performance on
all languages as reported by the organizers. Ex-
cept for Spanish and French, our non-neural
baseline also ranks in the top 3 for all other
languages.

1 Introduction

Language identification (LID) is the task of deter-
mining which language a piece of text is written
in (Jauhiainen et al., 2019). While robust LID soft-
ware already exists (e.g. Google’s CLD31), there
are still several unsolved problems that plague cur-
rent state-of-the-art LID models. One of the most
pressing issues is lack of proper language cover-
age, which recent work has fortunately started to
address as more data becomes available for more

1https://github.com/google/cld3

languages (e.g. Adebara et al., 2022; Burchell et al.,
2023a; Kargaran et al., 2023).

Despite these promising developments, detec-
tion of lower-resourced languages, variants, and
dialects still poses problems for modern NLP. The
lack of resources also generally correlates with
poor quality of the resources that are available
which can lead to, for instance, datasets with un-
usually short sentences which may make the task
difficult (Baldwin and Lui, 2010). To make mat-
ters worse, low-resource language variants tend to
also be deceptively similar to other languages or
dialects which makes differentiating between them
accurately all the more challenging (Jauhiainen
et al., 2019).

In the last ten years, the NLP for Similar Lan-
guages, Varieties, and Dialects workshop (VarDial)
has emerged as the principal venue for discussion
around these problems (e.g. Aepli et al., 2023,
2022; Chakravarthi et al., 2021). The workshop
also features an annual shared task on discrimi-
nating between similar languages (DSL). The first
VarDial DSL shared task DSL was organized with
the purpose of better understanding the difficul-
ties faced by state-of-the-art systems when dif-
ferentiating between similar languages and vari-
eties (Zampieri et al., 2014). Since then, multiple
DSL shared tasks have been organized, leading to
the development of a robust research community
(Zampieri et al., 2014, 2015; Malmasi et al., 2016;
Zampieri et al., 2017).

In the most recent VarDial DSL shared task, an-
notated datasets were added (Aepli et al., 2023).
In the current iteration of the task, the labels were
treated as a multi-label classification problem as
proposed in Bernier-colborne et al. (2023).

In this paper, we describe our submission to the
most recent VarDial shared task. For our submis-
sion, we experimented with simple non-neural base-
lines using scikit-learn, extensive hyperparameter
tuning, data augmentation, and concatenating the
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Mean Mean
Total Sentences Tokens

Language Split Documents per doc per doc

EN train 2,097 1.5 38.3
EN dev 599 1.4 34.8
EN test 300 1.4 35.3

BCMS train 368 428.7 6,540.3
BCMS dev 122 429.0 6,672.8
BCMS test 123 465.1 6,999.1

FR train 340,363 9.0 80.4
FR dev 17,090 7.7 78.4
FR test 12,000 12.0 96.7

PT train 3,467 1.8 44.3
PT dev 991 1.8 44.0
PT test 495 1.8 43.7

ES train 3,467 1.9 58.7
ES dev 989 1.9 58.6
ES test 495 1.9 60.2

Table 1: Counts of documents, average sentences per
document, and tokens per document for each dataset.

datasets in an attempt at enhancing multilingual
transfer. Ultimately, we found the best perform-
ing models for all languages tended to be fine-
tuned mBERT variants (Devlin et al., 2018), ex-
cept BCMS whose best performing model was a
non-neural random forest model implemented in
scikit-learn (Pedregosa et al., 2011).

2 Task Description

The shared task (Chifu et al., 2024) consisted of dis-
tinguishing between different varieties of a macro-
language. There were 5 macro-language groups in
the shared task. Some datasets differ notably in the
size of a single classification instance, which we
refer to as documents. In Table 1, the number of to-
tal documents for each of the splits is shown along
with the mean sentences and tokens per document.
The tokens and sentences are obtained by using the
spaCy library and the *_core_small models for
each language. For BCMS, we used the Croatian
model, since it was the only language explicitly
supported by spaCy. It can be seen that the French
dataset is much larger than the others and that the
BCMS dataset contains much longer documents in
terms of sentences and tokens than any of the other
datasets.

Data Sources The English, Spanish, and Por-
tuguese data is from DSL-TL (Zampieri et al.,
2024), which is manually annotated labels from
the Discriminating Similar Languages Corpus Col-
lection (DSLCC) (Tan et al., 2014). The French

data partially comes from FreCDo (Găman et al.,
2023) and DSLCC. French is also the only lan-
guage whose dataset has named entities masked out.
The Bosnian, Croatian, Montenegrin, and Serbian
(BCMS) data comes from BENCHić-lang (Rup-
nik et al., 2023) and Twitter HBS 1.0 (Ljubešić
and Rupnik, 2022) as well as Miletić and Miletić
(2024). Given that much of the BCMS data is de-
rived from Twitter, it is fairly different than the
other datasets in terms of content. Details regard-
ing the origins of the datasets and how they were
annotated are summarized in Table 2.

3 System Descriptions

We made three submissions for the closed track.
The three submissions consisted of our best per-
forming models for scikit learn based classifiers,
our best performing models using fine-tuning of
mBERT, and a fine-tuned mBERT model using the
concatenation of all datasets.

3.1 Run 1: scikit-learn Baselines
For Run 1, we submitted our best model
from testing a series of scikit-learn classi-
fiers: logistic regression models, linear-kernel
SVMs and random forest models. For all
models, we used bag-of-n-grams-style features
where the n-grams were defined over (a) space-
separated tokens (analyzer=word) or (b) char-
acters (analyzer=char). In addition to integer
counts (CountVectorizer), we also experimented
with real-valued tf-idf weights (TfidfVectorizer)
as an alternative representation. To prevent overfit-
ting, we did not consider n-grams beyond n = 2.
The full set of hyperparameters is shown in Table 3.
The best performing configurations can be found
in Table 4.

3.2 Run 2: Per-language mBERT Models
For our second run, we experimented with fine-
tuning multilingual BERT (Devlin et al., 2018)
independently on each language. We used
bert-base-multilingual-cased for each sub-
mission2. The multilingual BERT model is pre-
trained on masked language modeling and next sen-
tence prediction. All macro-languages are included
in mBERTs pre-training data. While the documen-
tation of mBERT is less clear about variants of the
macro-languages are included, for BCMS, individ-
ual languages are listed. All BCMS languages are

2https://huggingface.co/google-bert/
bert-base-multilingual-cased
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Lang. Original data Varieties Train Dev / Test Annotation Entities

English DSL-TL British English Multi-label Multi-label Manually Present
American English

Spanish DSL-TL Castillian Spanish Multi-label Multi-label Manually Present
Argentinian

Portuguese DSL-TL Brazilian, Portugal Multi-label Multi-label Manually Present

French FreCDo, DSLCC Canadian, Belgian Multi-label Multi-label Automatically Masked
Metropolitan French, Swiss

BCMS BENCHić-lang / Bosnian, Serbian, Single-label Multi-label Manually Present
Twitter HBS 1.0 Montenegrin, Croatian

Table 2: Description of datasets included in the shared task.

Hyperparameter Values

Architecture Random forest, log. reg., SVM
Mode multilabel, multiclass

Feature type count, tf-idf
n-gram level word, char
n-grams range unigrams, bigrams, both

Solver newton-cg, lbfgs, liblinear, sag, saga
Regularizer (C) 0.001, 0.01, 0.1, 1, 10, 100
Class weight unadjusted, balanced
Max. iterations off, 5000
Max. features off, sqrt
No. of estimators 50, 100
Max. depth 30, 50

Table 3: Hyperparameter values used in non-neural
scikit-learn experiments (Run 1).

represented in mBERTs pre-training data except for
Montenegrin. We experimented with different hy-
perparameters for fine-tuning; the full set of values
used can be seen in Table 5.

We adapt mBERT to multi-label classification by
using a linear layer for classification, applying a sig-
moid function to the logits and setting a threshold
of 0.5 for the label to be included in the output. At
inference time, if no output label meets the thresh-
old, we relax the threshold to ensure each example
is labeled first to .25, then .05. If after relaxing the
threshold no label is assigned, we assign the most
common label for the dataset.

Because the BCMS dataset had particularly
longer documents with multiple sentences, we seg-
mented each example first into sentences using
spaCy (Honnibal et al., 2020). We then trained
a model to predict on independent sentences. For
inference we segment the documents first and clas-
sify each of their sentences. We then obtain final
labels for the document by including labels that
occur over a threshold of a proportion of the com-
posite sentences. The threshold was set at 0.2 by
adjusting to the development set.

All hyperparameters were tuned using an exhaus-
tive grid search through all possible options. The
hyperparameter configurations we experimented
with for Run 2 can be found in Table 5.

3.3 Run 3: Finetuning All Languages at Once

For Run 3, we submitted mBERT fine-tuned on
the concatenation of all the datasets. As we had
already performed extensive hyperparameter tun-
ing for Run 2, we opted to re-use well-performing
hyperparameters from prior mBERT training runs
for Run 2. Specifically, we used a learning rate of
2.0E-5, a batch size of 64, and 3 epochs to train the
model with the concatenated dataset. We used a
naive concatenation for this run and did not weight
or sample the combined dataset in any special way.
The motivation for this run is that it would provide
a single model capable of distinguishing between
similar languages for multiple macro-languages.
As we discuss further in Section 5, this combined
single model works decently well for most lan-
guages, but performs very poorly on the BCMS
data.

4 Additional Experiments

In addition to the submitted systems, we conducted
other experiments. These additional experiments
included exploring data augmentation and segmen-
tation of BCMS documents. Ultimately the BCMS
segmentation was used for Run 2, but the data aug-
mentation approaches did not appear to be useful
enough to be included any of our submitted sys-
tems.

4.1 Segmenting BCMS

Noticing that performance was lower on BCMS
and that the dataset had a much higher propor-
tion of sentences per document compared with the
datasets of other macro-languages, we compared
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Language BCMS English Spanish Portuguese French

Model Random forest Log. Reg. (OvR) Random forest SVM (OvR) SVC (OvR)

Text features

Count type tf-idf tf-idf tf-idf tf-idf count
n-gram level word word word word char
n-gram range unigrams unigrams unigrams both bigrams

Common hyperparameters

Solver - sag - - -
Regularization (C) - 10 - 10 100
Max iterations - 100 - 5000 5000

Random forest params

Bootstrap False - False - -
Class weight balanced - - - -
Max depth 50 - 50 - -
Max features - - sqrt - -
No. of estimators 50 - 100 - -

F1 (macro) 71.33 79.75 82.99 72.01 55.00

Table 4: Best hyperparameters for scikit-learn models as computed on the development set.

Language Batch Size Learning Rate Epochs

EN 16 2.0E-05 3
BCMS 16 2.0E-05 3
FR 16 2.0E-05 3
ES 64 3.0E-05 3
PT 16 2.0E-05 3

Table 5: Hyperparameters for individual mBERT mod-
els submission (Run 2).

Orig. BCMS Segmented BCMS

Macro F1 20.67 72.2
Weighted avg. F1 47.73 79.8

Table 6: Comparison of mBERT model on original
BCMS dataset with segmented data.

performance from segmenting and not segmenting
the data first. When segmenting the data into sen-
tences, we used spaCy (Honnibal et al., 2020) with
the Croatian model for all BCMS languages. In
order to map back to the original examples, we
label the example with any label that shows up in
more than 20% of the composite sentences.

The results of this experiment are shown in Table
6. When applying segmentation and the strategy of
classifying on each sentence individually, we saw
a large gain of more than 50 points of macro F1
when segmenting first and then recombining.

4.2 Data Augmentation

Since some of the datasets had only a few thousand
samples, we explored data augmentation as a way

to obtain additional samples while still using only
the datasets available for the closed track. Because
the French and BCMS datasets contained hundreds
of thousands of training sentences, we focused our
data augmentation experiments on English, Span-
ish, and Portuguese. We attempted two simple data
augmentation strategies.

First, since very simple word replacements have
been shown to help model robustness (Wei and Zou,
2019; Kolomiyets et al., 2011) we tried naively
splitting documents in half and recombined these
half sentences with other half sentences of the same
labels. The pieces from each sentence must have
the same label. An example of this process is
shown in Figure 1, where the label is EN-GB for
all sentences in the example.

Second, similar to Zhang et al. (2022) or Andreas
(2020), we attempted to replace segments based
on spans from dependency trees with spans from
other documents with the same labels. For the
syntactic span augmentation, we use spaCy to get
a dependency parse of each sentence. We then take
a node and replace its children token span with
another token span from a node of the same part
of speech and parent dependency relation from a
randomly sampled sentence with the same label.
An example can be seen in Figure 2. In Figure 2,
the label is EN-US for each sentence.

Unfortunately, neither of these approaches ended
up providing a significant performance increase
when evaluating on the development set.

We compare the naive augmentation, tree-based
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[One of Scotland’s only female butchers 
has just launched a crowd-
funding] [campaign to raise £22,500 to 
enable her to move to larger premises.]

[DARLINGTON R’n’B Club have 
announced a real coup, with a] [show 
by arguably the greatest living Blues 
harmonica players Billy Branch.]

[One of Scotland’s only female butchers 
has just launched a crowd-funding] [show 
by arguably the greatest living Blues 
harmonica players Billy Branch.]

Naive Augmentation

Figure 1: Naive augmentation approach.

Maryland lost its third prominent 
thoroughbred trainer this month 
when [H. Steward Mitchell] died 
Tuesday [of heart failure] at the age of 
81.

Tree  Augmentation

Maryland lost its third prominent 
thoroughbred trainer this month 
when [H. Steward Mitchell] died 
Tuesday [on a new 150-bedroom “high-
end” hotel] at the age of 81.

GOV. [PARRIS N. Glendening] is thinking 
about the L-word these days.

WORK has begun [on a new 150-
bedroom “high-end” hotel] next door to 
the Grand Hotel in York city centre.

Maryland lost its third prominent 
thoroughbred trainer this month 
when [PARRIS N. Glendening] died 
Tuesday [of heart failure] at the age of 81.

Original Examples Synthetic Examples

Figure 2: Tree augmentation approach.

Augmentation Strategy EN ES PT

No Augmentation 84.18 82.36 74.45
Naive Aug. 82.47 82.09 76.05
Tree Aug. 81.8 81.19 73.69

Table 7: Results from data augmentation experiments.
Scores are Macro-F1.

augmentation, and no augmentation in Table 7
and find the macro-average F1 for each language
is lower with the augmentations except for Por-
tuguese. Since the Portuguese performance was
only .04 higher than the concatenation model (run
3) and only seemed to benefit Portuguese, we de-
cided not to submit any of the data augmentation
approaches as part of our final submission.

EN ES FR BCMS PT

Run 1 79.75 74.49 54.26 69.32 72.01
Run 2 83.49 83.50 96.58 72.20 75.20
Run 3 84.67 82.75 68.40 20.67 76.01

Table 8: Macro F1 scores on the development set for
each of our submissions on each language group.

5 Results

Based on performance on the development set as
seen in Table 8, we expected Run 2 to perform
best for Spanish, French, and BCMS and Run 3 to
perform best for English and Portuguese.

Results from each submission are reported in
Table 9. Run 3, the concatenated dataset with
mBERT, does perform best for English and Por-
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Language Run F1 (m.) F1 (w.)

BCMS Run 1: scikit-learn 76.20 84.28
BCMS Run 2: mBERT 71.90 75.61
BCMS Run 3: mBERT-all 19.85 45.30

EN Run 1: scikit-learn 80.60 80.78
EN Run 2: mBERT 85.27 85.56
EN Run 3: mBERT-all 85.48 85.62

ES Run 1: scikit-learn 74.59 75.31
ES Run 2: mBERT 82.27 82.68
ES Run 3: mBERT-all 82.09 82.31

PT Run 1: scikit-learn 72.36 75.49
PT Run 2: mBERT 71.40 74.10
PT Run 3: mBERT-all 75.21 77.71

FR Run 1: scikit-learn 27.03 27.03
FR Run 2: mBERT 26.53 26.53
FR Run 3: mBERT-all 38.51 38.51

Table 9: Test set results for all submitted runs. F1 (m.)
and F1 (w.) refer to macro-F1 and weighted F1.

tuguese. However, for Run 1, Random Forest
performed better on the test set for BCMS than
mBERT-based models. Additionally, for Run 3, the
concatenated dataset with mBERT, outperformed
for French instead of Run 2 as seen on the develop-
ment dataset.

To better understand the results, we created con-
fusion matrices for our submitted runs for each
dataset. Figure 3 shows the confusion matrix for
Run 1 and 4 for Run 2. A confusion matrix for Run
3 is included in Appendix A.

Class imbalance appears to be a challenge, es-
pecially for BCMS and French. For Run 3, all
predictions were for Serbian. Run 2 appears most
capable for BCMS of making predictions that are
ambiguous but still at least partially correct. Run 1
clearly performs well on BCMS, but seems to strug-
gle with French class imbalance. For French, class
imbalance seems to affect Run 1 the most with all
varieties being mistaken for Metropolitan French
at a higher rate than other runs. Run 3 appears to
do better at correctly classifying Belgian and Swiss
French.

For English, Run 2 predicts British English more
often. All runs appear to struggle with ambigu-
ous examples in English and Portuguese. It ap-
pears models are better able to correctly predict am-
biguous examples in Spanish than in other macro-
languages.

6 Discussion and Conclusion

In this paper, we presented the Brandeis submis-
sions to the VarDial 2024 DSL-ML Shared Task.

We conclude by discussing some relevant aspects
of our findings.

Baselines Perform Remarkably Well Some-
what contrary to our initial expectations,
scikit-learn-based models seemed to perform
well on both the development and test sets for
many languages. On English, Portuguese and
BCMS, the non-neural baselines underperformed
mBERT by less than 4 macro-F1 points which is
remarkable given the drastically smaller size of the
baselines. This suggests that simple baselines may
carry more utility than initially anticipated.

Further, the baseline performance on the test
set shows stronger evidence of their utility. On
French, Portuguese and BCMS, the baselines even
outperform mBERT. While the differences in test
set macro-F1 are less than 1 point in for both Por-
tuguese and French, on BCMS the best baseline
outperforms mBERT by more than 4.3 F1 points.

While this is a positive sign, we find the trend
reversal somewhat perplexing. Since other trends,
such as the universally low performance of Run 3
on BCMS, are replicated on both the test and de-
velopment set, it stands to reason that this may not
entirely be an issue of domain mismatch. Instead,
we hypothesize that this may have to do with inher-
ent noisiness in the kinds of low-resource data the
shared task deals with.

Concatenation of Fine-Tuning Languages Con-
trary to the findings of Baldwin and Lui (2010),
who showed that language identification becomes
more difficult as the number of languages increases,
we find that performance does not degrade signif-
icantly even after we increase the number of out-
put labels from 2-4 per macrolanguage (indepen-
dent mBERT models) to 14 (mBERT finetuned on
all languages). One exception to this is BCMS,
where mBERT-all underperforms even the official
baseline. We hypothesize that with such a com-
paratively small number of languages (with other
models like Burchell et al. (2023b) handling more
than 200), increasing the number of languages to
be classified does not degrade performance when
the number of samples is comparable between lan-
guages. We speculate that BCMS languages may
have underperformed with the concatenated model
because there were drastically fewer examples. The
majority class for BCMS is Serbian, and the minor-
ity classes are especially under-represented.
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Figure 3: Confusion matrices for Run 1 on the test set. Correct labels are the x-axis and predicted are on the y-axis.

Simple Data Augmentation Does Not Help
Much. We did not see improvement from fairly
simple data augmentation approaches. It is possible
that the models for discriminating similar models
mostly rely on small spans of tokens that are al-
ready well represented in the original data. It is
plausible that changing mixing spans of tokens into
different contexts does not make much of a dif-
ference if those spans are already well weighted
features and do not highly depend on what context
they occur in. In future work, it may be worth at-
tempting to better identify which spans are more
informative features and experiment with data aug-
mentation approaches that focus on the portion of
the text that is most helpful in distinguishing the

language variety.
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A Run 3 Confusion Matrix

Figure 5 shows the confusion matrix for Run 3.
Run 3 performs poorly on the BCMS dataset and
only predicts Serbian for all examples. For French,
Run 3 appears to do worse at predicting Metropoli-
tan French, but better at Swiss and Belgian than
Run 2.
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Figure 5: Confusion matrices for Run 3 on the test set. Correct labels are the x-axis and predicted are on the y-axis.

251


