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Abstract

We consider how to credibly and reliably assess
the opinions of individuals using their social
media posts. To this end, this paper makes
three contributions. First, we assemble a work-
flow and approach to applying modern natural
language processing (NLP) methods to multi-
target user stance detection in the wild. Second,
we establish why the multi-target modeling of
user stance is qualitatively more complicated
than uni-target user-stance detection. Finally,
we validate our method by showing how multi-
dimensional measurement of user opinions not
only reproduces known opinion polling results,
but also enables the study of opinion dynamics
at high levels of temporal and semantic resolu-
tion.

1 Introduction
People act in accordance with their opinions and
beliefs (Bliuc et al., 2007). Therefore, efforts to un-
derstand and predict large scale human behaviour
- from political opinion polls to consumer market
studies - massively benefit from accurate maps of
human opinions. There is ample evidence that so-
cial media is a valuable space in which to measure
human opinions (Reveilhac et al., 2022). However,
there are notable methodological gaps between
the latest advances in natural language process-
ing (NLP) on social media and the methods needed
by practitioners (from analysts to social science
researchers) who want opinion measurement that
simply "works".

For practitioners, the ideal opinion measurement
method has several properties: the ability to look
at opinions of users on multiple topics at once, the
ability to measure these at both high temporal and
topical resolution, and to do this with minimal cost
and time investment. In contrast, methodological
research on this topic tends to focus on just one of
these properties. For example, there is work that
explores multiple topic measurement, but requires

massive training datasets (Zhou et al., 2023). There
are other studies that consider temporal and topical
resolution, but do this only at the post, rather than
user level (Li et al., 2021).

All this amounts to substantial progress in opin-
ion measurement, but progress that is not directly
useful to those who need to measure user opinions
as the starting point of their studies.

We take the position that all the techniques to
build such a practitioner-useful method actually ex-
ist - they need only be assembled. While this is
happy news, we find that assembling these pieces
together into a single, clear workflow is highly non-
trivial and involves solving a highly non-trivial
methodological issue. Namely, rendering the mea-
surements taken of multiple user opinions com-
parable with one another. This becomes an issue
because we may be much better at measuring opin-
ion on one topic than on another. Nonetheless, we
still want to ask questions about how these opinions
interact with one another across user populations.

In this paper, we present a coherent workflow
that assembles techniques from NLP at large into a
recipe for the measurement of user stance in social
media data at large scale. In the process, we show
how to address the issue mentioned above, accu-
rately assessing the opinions of a user on different
topics with differing measurement error. We then
validate our workflow by studying the multi-target
opinions of users on parts of Reddit associated with
Canada, showing that the resulting opinion data
align with known trends, and that we can charac-
terize previously unmeasured aspects of the online
Canadian political discussion.

It is worth noting that this paper is not the fi-
nal word on a practitioner-useful tool for multi-
target opinion studies on social media. While our
approach does assemble techniques into a clear,
prescriptive workflow, manual tuning must still be
done. Moreover, we have not provided a single
software tool that automates the process. Both con-
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ceptually and practically, our recipe is hardly "plug-
and-play". Nonetheless, we consider this an impor-
tant step towards rendering the many advancements
in opinion measurement useful for practitioners.
Further, we submit our work as a starting point
and indication of the need for future research that
takes seriously the question of how to streamline
multi-target user opinion measurement on social
media.

We release the source code for our work at
github.com/bendavidsteel/user-stance-discovery.

2 Background

Our pipeline has three stages: finding stance tar-
gets via topic modelling, classifing text stance via
stance detection, and finally, inferring user stance
via user stance detection. We will therefore review
the background of each of these fields.
2.1 Topics Discovery
We define topic discovery here as the process of
going from a raw text corpus of documents, and
producing topical clusters of those documents.

Topic discovery has improved over purely bag
of words clustering methods (e.g. latent dirichlet
allocation (Blei et al., 2003)) with the use of lan-
guage encoders and hierarchical clustering (Groo-
tendorst, 2022), which aids with topic fidelity and
tunable discovery. Multiple topic modelling steps
has been shown to be effective for exploring po-
litical issues in a polarized Turkey (Rashed et al.,
2021), a method of interest to us in its ability to
discover viewpoints within a specific topic.

Beyond this, we would specifically like to be
able to discover topics with heavily divided dis-
cussion, and for this methods for polarized topic
discovery have surfaced (Paschalides et al., 2021),
but have so far only been validated on news articles,
and require a seed topic, and as such we will not
be using this method here.

2.2 Text Stance Detection
Defined here as detecting the stance of a piece of
text (e.g. favor, against, or neutral) towards a stance
target (e.g. something one might have an opinion
on, i.e. gun control).

Zero-shot stance detection is improving but not
yet on-par with few-shot methods (Allaway and
McKeown, 2023), showing that small amounts of
training data are worthwhile for improving accu-
racy. Decoder-only language models (LLMs) are
showing their utility for stance detection (Cruick-
shank and Ng, 2023), including using chain-of-

thought methods (Zhang et al., 2023a), showing
the effectiveness of prompt-based methods over
classification head methods. Other work has pro-
vided extra data to the models, whether contextual
data from social media, (Li et al., 2023) or addi-
tional descriptions of the stance target (Zhu et al.,
2022). Additionally, work has shown stance detec-
tion benefits from multi-target-stance training (Li
et al., 2021).

All these methods indicate the utility of few-shot
data, prompting decoder language models, and ad-
ditional context for improving text stance detection.

2.3 User Stance Detection
Here defined as inferring the stance of a user (a per-
son expressing their stance on a platform through
text posts) towards one or many stance targets.

Similar methods have been created for user
stance detection previously, but many rely on plat-
form specific features, where user stance views can
be distinguished by following relevant accounts,
or using specific, recognisable hashtags (Darwish
et al., 2020; Samih and Darwish, 2021; Abeysinghe,
2023; Introne, 2023; Zhu et al., 2020; Jiang et al.,
2023b; Zhang et al., 2023b). This technique can
improve accuracy over text only features, but limits
the method to only contexts where users interact
with influential, opinionated extra-linguistic fea-
tures, excluding other datasets without these fea-
tures, or where this data is unavailable. It also
ties the performance of the system to the extent
that a stance of interest has associated prominent,
opinionated entities.

Almadan et al. compare user-stance and text-
stance opinion polling methods on Twitter, showing
that user-stance produces more meaningful features
for gauging public opinion (Almadan et al., 2023),
but they only look at stance on vaccination, and
use a pre-trained stance classifier trained on thou-
sands of tweets. Zhou et al. focused on user-stance
prediction of Weibo users (Zhou et al., 2023), but
pre-selected stance targets, used more than 50,000
thousand labelled tweets for training, and focus on
prediction as opposed to measurement. Wang et al.
explore topical stance detection on an online discus-
sion forum (Wang and Chen, 2021), however, they
use sentiment analysis as a proxy for stance, which
is poorly correlated with stance (Almadan et al.,
2023). They also use likes, dislikes, and comment
sentiment, as semi-supervision signals, which is
poorly motivated, which, combined with dictionary
based sentiment classification methods, results in
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poor accuracy. Kim et al. look at user stance on
Reddit (Kim et al., 2023), but only look at one
stance target, and do not control for the accuracy
of their classifier on different labels.

With this work in mind, we will focus on build-
ing a user stance detection method that can work
without platform specific features, use on the order
of 101 training examples, and allows proper stance
comparison by way of accounting for the accuracy
of the classifiers used.

3 Pipeline Method
As currently practiced in the literature, user stance
detection on a corpus of user-organized social me-
dia post data involves three stages (Almadan et al.,
2023; Zhou et al., 2023; Wang and Chen, 2021):

1. Stance target selection: identifying the set of
stance targets (i.e. something one might have
an opinion on, e.g. gun control) on which we
seek to measure each user’s stance.

2. Text stance inference on each stance target:
for each stance target, classifying each social
media post in the corpus with a stance (e.g.
favor, against, or neutral) on that target.

3. User stance inference on each stance target:
for each user, aggregating the stance classifi-
cations for each of the user’s posts to a user
stance for that stance target.

Here we detail a pipeline that uses a host of
already-existing methods to realize all three of
these stages. Notably, because our aim is to mea-
sure the stance of each user on multiple targets at
once, in Stage 3, we introduce a novel normaliza-
tion approach to ensure that the user stance scores
can be compared across targets.

3.1 Stance Target Selection
In this stage, our objective is to select the set of tar-
gets we will assess user stance towards. This is an
intrinsically exploratory process. The practitioner
will arrive at this step with an idea of the themes
they want to study (e.g, "public health", "climate
change", and "employment"). In this stage, we aim
to distill these general themes into clearly defined
stances that are both representative of the original
intent and informed by the data available.

Our approach here uses an exploratory analysis
of topics present within the data, focused by the
themes we approach the study with.

We begin by running topic modelling on the
post text (included titles and comments), to ob-
tain a characterization of the most frequently dis-

cussed items in the corpus. To obtain these top-
ics, we embed the texts with the sentence trans-
formers model ‘all-MiniLM-L12-v2‘ (Reimers and
Gurevych, 2019), reduced the dimensionality of
the vector embeddings down to 5 dimensions using
UMAP (McInnes et al., 2018), and clustered the re-
duced embeddings using HDBSCAN (McInnes and
Healy, 2017), using the BERTopic library (Groo-
tendorst, 2022).

At this point, we have topics, of which we man-
ually select those we deem relevant to the original
themes. For these selected topics, we seek to un-
derstand potential debates in order to find stance
targets. We therefore take inspiration from Rashed
et al. (2021), by further reducing the vector em-
beddings down to 2 dimensions, and re-clustering
the data points, to find sub-topic discussion in each
topic. These sub-topics provide a high-resolution
picture of what themes are actually present in the
data and in what relative abundance. Both pres-
ence and abundance are important to the selection
of stance targets: it is impossible to measure user
opinions about things that they have never men-
tioned.

The final step in this stage is for the practitioner
to use the topic characterization, trends, statistics
available to, combined with their own domain ex-
pertise, to define the stance targets for each topic
themselves (i.e. choose the stance target vaccine
mandates for a vaccines related topic).

3.2 Text Stance Detection
This stage focuses on inferring the stance of each
post towards each of the stance targets selected in
Stage 1. There are several steps involved here: (1)
building training data, (2) training stance classifiers
that work for each stance target, and (3) running
the stance classifiers on the corpus posts.

Building training data. To train multiple stance
detectors, we require training data for each in the
form of annotated posts. Many stance detection
systems can require thousands of training data-
points (Almadan et al., 2023; Zhou et al., 2023).
From a practitioners perspective, it’s important that
we minimize the training dataset size to limit cost
and coding time. As will be discussed, we chose
a method where we found that coding 100 posts
for each stance target, sampled from their respec-
tive topic, was sufficient: labelling them with their
stance, with labels selected from ‘favor‘, ‘against‘,
or ‘neutral‘. We used the definitions of stance from
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Semeval-2016 (Mohammad et al., 2016). We used
two annotators for each of these labelling tasks, en-
suring that our annotations were sufficient quality
by running an interannotator agreement statistic
(Gwet, 2008). An adjudicator then chose the final
gold stance label, by looking at the two annotator’s
labels.

Training stance classifiers. With labelled data
in hand, we then train and test stance classifiers.
There are multiple paradigms for building such clas-
sifiers. Thus in this stage, our aim is to design and
build performant classifiers, through experimenta-
tion, for individual stance target-stance pairs (e.g.,
target-for, target-neutral, target-against) - these will
be used later as part of an ensemble classifier to
infer final post stances.

Due to the powerful zero-shot and few-shot abil-
ities of auto-regressive LLMs, we used ‘Starling-
7B‘ as a base classifier model, a 7 billion parameter
pre-trained auto-regressive LLM, tuned for help-
fulness using reinforcement learning (Zhu et al.,
2023). We experimented with others, including
‘GPT-3.5-Turbo-Instruct‘ (OpenAI, 2023), ‘Mistral-
7B-Instruct-0.1‘ (Jiang et al., 2023a), and ‘Zephyr
7B Beta‘ (Tunstall et al., 2023), but found that
Starling-7B provided the highest accuracy, low-
est cost, and its open weights access allowed fine-
tuning.

As mentioned above, we seek to obtain the best
possible classifiers for each combination of stance-
target and stance, for use in our ensemble classifier.
But we found that prompting a model for a binary
of whether a text post is a specific stance or not
performed worse than prompting the model for a
choice out of all of the possible stances, see Ap-
pendix A.1.1 for experimental results. As such,
we decided on a prompt that draws inspiration
from prompts given to human annotators in pre-
vious stance detection tasks (Mohammad et al.,
2016). The prompt (see Appendix A.1.2) includes
a description of the stance target, which improved
the accuracy of the classifier, and contextual posts,
as these have both been shown to improve perfor-
mance (Li et al., 2023; Zhu et al., 2022). These
contextual inputs are provided alongside the stance
target, and text post in question, and the model is
prompted to select from the 3 stance classes as an
output.

In order to further fine-tune the classifier, we
needed a measure of classifier performance: we
calculated the precision and recall measures for

both the ‘favor‘ and ‘against‘ labels, and average
these values, as is standard in stance detection (Mo-
hammad et al., 2016). We used the F-beta score as
our target metric (Baeza-Yates, 1999), using a beta
value of 0.5, as we deemed that for this task preci-
sion is more important than recall. The reasoning
for this is that if the model indicates someone has
a clear opinion, we want to be sure that they do
indeed have that opinion, so we need a high pre-
cision. Conversely, many expressed opinions are
very subtle, and we deemed it acceptable to label
as ‘neutral‘ posts that don’t clearly signal a favor
or against stance.

We then improve the accuracy of our classi-
fication model with fine tuning. Initially, we
experimented with chain-of-thought (CoT) meth-
ods (Zhang et al., 2023a), in-context learning
(ICL) methods (Dong et al., 2022), and automated
prompt-tuning methods (Li and Liang, 2021), us-
ing the DSPy library to speed up experimentation
(Khattab et al., 2023). We found ICL and CoT
methods were slow, and parameter-efficient fine-
tuning (PEFT) methods using minimal training
and validation sets resulted in the highest accuracy
scores and the fastest inference speeds (Liu et al.,
2022). We experimented with two variations: (1)
PEFT the classifiers on all annotated stance exam-
ples, and (2) PEFT as (1), then copying that model
and PEFT separate models on only the examples
for a single stance target, which we dub ‘two-step
PEFT‘. For both PEFT methods, we use 10 exam-
ples for training, and 10 for validation, with the
remaining 80 from each stance target used as the
test set.

The modeling work described thus far yields
N + 2 viable classifiers, where N is the number
of stance targets: the original zero-shot prompt
Starling classifier, the PEFT-tuned classifier on all
stances, and then two-step PEFT classifiers (one
for each of the N stance targets). While one might
expect that the two-step PEFT classifiers would per-
form best across the board, they did not. For some
stance targets-label pairs, the zero-shot Starling or
fine-tuned Starling classifiers performed better -
which is consistent with the natural sensitivities of
model training observed in other work.

To identify the best classifier for inferring the
target-stance pair (t, s), we evaluated the perfor-
mance of each classifier on the relevant stance tar-
get (i.e., “does this post express stance s on stance
target t?”) across the annotated data (on the held
out test set). We refer to this classifier as C(t,s)
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and denote its cross-validation performance score
as 0 ≤ S(t,s) ≤ 1. Note that for a given post
x, C(t,s)(x) is either Y (yes, it does express that
stance s on stance target t) or N (it does not).

We conclude this stage, then, with 3N classifiers:
{C(t,for), C(t,neutral, C(t,against)}, for each of the
N stance targets, t.

Final stance classification. To infer the stance
of a post towards a specific stance target, we em-
ploy a simple adapted voting ensemble model: for
a given post to classify and a given stance target,
we run the post through each of the best classi-
fiers for that stance target and each stance label
({C(t,for), C(t,neutral, C(t,against)}). We then se-
lect the final label, lxt , for that post by favoring
the most accurate classifier that assigns its label to
the post. In other words:

B = {s : s ∈ {for, against} ∧ C(t,s) = Y }
if |B| > 0

lxt = argmaxs∈BS(t,s)

else

lxt = neutral

endif

Notice that we only choose ‘neutral‘ as the label
if all other labels are not assigned. In effect, we
exclude neutral predictions from explicitly weigh-
ing into the label selection, as ‘neutral‘ always has
the highest precision of any label (due to ‘neutral‘
being the easiest label to predict).

We then used this simple ensemble method to
combine model classifications into a final stance
classification for each comment. For each stance
target, we classify only the posts in the respective
topic.

3.3 User Stance
In this stage, we aim to obtain a measure that rep-
resents each user’s stance on each stance target.
However, all we currently have is a stance classi-
fication for each of their posts. Our task then, is
to devise a method for aggregating the comment
stance classifications into a user stance mean, and
for confidence estimations, a variance. Here, we
discuss that aggregation process.

Stance Aggregation. The simplest method is to
simply assign −1, 0, and 1 to the stance predic-
tions ‘against‘, ‘neutral‘, and ‘favor‘ respectively,
and take the mean of these classifications as the
user stance. This allows us to fairly compare the
extent to which two users favor, or dis-favor, a

stance. However, our classifiers not only have dif-
fering accuracy on each stance target, but they also
have differing accuracy on each stance label (‘fa-
vor‘, ‘neutral‘ or ‘against‘). This means that if the
classifier has higher recall at classifying text in fa-
vor of something than against it, users will seem
more strongly in favor of the stance target than
against it. We cannot fairly compare users favor-
ing or dis-favoring a stance target, or compare the
stance of two users on different stance targets, us-
ing this simple aggregation scheme. Even if we did
not use an ensemble classifier, the differing perfor-
mance of a model between labels means we need
to compensate for this in any aggregation. We need
to take into account the accuracy of the classifier
that made the predictions.

With this in mind, we propose two methods for
determining a user stance mean and variance from
the predicted comment stances, using the classifier
accuracy:

Weighted Mean. The simplest method is to use
the weighted mean and variance of the comment
stances, with weights for each comment stance
being the precision of the classifier used for the
comment stance prediction. We use precision as
the weight, as for non-neutral predictions, this acts
as a proxy for the probability that the prediction is
correct. So for a set of n classification outputs x
with associated classifier precision w:

∀j ∈ users, µj =

∑nwixi∑nwi
(1)

σ2
j =

(
n

n− 1

)(∑nwix
2
i∑nwi
− µ2

w

)
(2)

We can find the mean µj and variance σ2
j of a

user’s stance.
Through experimentation with a generative

model of user stance, this method is fast, simple,
and recovers the mean accurately, but gives a poor
characterization of the variance, due to not factor-
ing in the recall of the classifier. See Appendix
A.2.2 for experimental results.

Inferred Mean. We therefore wanted another ag-
gregator that could factor in the likelihood of mis-
classification from our classifiers. To do this we
used a probabilistic generative model of the latent
user stance generating the posts, which are then
observed by our classifiers with error. We can then
fit this model to our data, and infer the latent user
stance. We will set this problem up as a maximum
a posteriori probability (MAP) estimate, so that
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we can set a prior on our expectation of the user
stance. This allows us to add an inductive bias that
says: the more posts a user has, the more we’ll be
convinced of their stance. With a preference for
fast optimization over our large dataset, we used
stochastic variational inference (SVI) instead of the
slower markov chain monte carlo (MCMC) infer-
ence.

We define the commenting distribution of a user
as a normal distribution N (µ, σ), where the latent
continuous stance of a comment is sampled from
this distribution, to represent that users produce
a range of stances around their actual stance (e.g.
someone favoring a target wouldn’t necessarily al-
ways write content favoring their target with the
same strength). Given this, the likelihood function
for our latent comment stances given a user with a
stance distribution is:

∀j ∈ users, µj ∼ N (µloc, σloc)

σj ∼ logN (µscale, σscale)
(3)

∀i ∈ postsj , si ∼ Normal(µj , σj) (4)

Where µloc, σloc, µscale, σscale are parameters to
set, uj and σj are the user stance variables to es-
timate, and si is the latent continuous comment
stance on a given stance target. As we are mea-
suring the posts in a discrete fashion i.e. labels of
‘for’, ‘against’, or ‘neutral’, we need to discretize
the latent continuous comment stance:

qi =





against if si < −1
3

neutral if − 1
3 ≤ si ≤ 1

3

for if si > 1
3

(5)

Where qi is the latent discretized comment
stance.

At this point in the probabilistic model, we have
discretized latent comment stances, but we need
to fit this model to our stance predictions. So the
output of our probabilistic model must be the ob-
served comment stances, where we observe the
discretized latent comment stance with the error of
the classifier that observed them. We need a cate-
gorical distribution that can represent that classifier
error. The closest thing we have to the true categor-
ical distribution of the classifier error given a true
comment stance, is the column of the confusion
matrix for the true comment stance, obtained at
test time. We can normalize this column to get an
approximation of the classifier’s categorical error

distribution, as has been used in similar methods
previously (Kerrigan et al., 2021).

xi ∼ Categorical(P (X|Q = qi)) (6)

Where xi is the observed comment stance.
With that, our probabilistic model of the like-

lihood function of our data generation process is
complete. To optimize the model, we need to ap-
proximate the posterior of this process, with the
variational distribution. To produce a variational
distribution, we use the confusion matrix of the
model to approximate the P (Q|X = xi) proba-
bility: the probability of the true latent comment
stance, given the comment stance observations. We
model the latent variables µj and σj in the varia-
tional distribution as Delta distributions, for MAP
inference. Given this likelihood function, and the
variational distribution, we can find the variables
µj and σj which most likely gave us our data by
maximising the evidence lower bound (ELBO). See
Appendix A.2.1 for training details.

With this method in hand, we can aggregate
the comment stance predictions into our final user
stance mean and variance, µj and σj . We evalu-
ated this method using synthetic data, and found
that while it apportioned probability mass more
accurately for users with fewer data points and
classifiers with error, this came at a cost of the
mean of the inferred normal systematically under-
estimating the true user stance, due to the dis-
tributed probability mass. This makes the method
suitable for downstream applications that can use
this information well (i.e. probabilistic models),
but less appropriate for applications which can only
factor in the mean. See Appendix A.2.2 for experi-
mental results and discussion of this evaluation.

4 Experiments
We validated the proposed method by looking at
Canadian political opinion dynamics on Reddit.
After detecting stances over the Reddit corpus col-
lected using the proposed method, we evaluated
the extent to which inferred user stances reproduce
known opinion polling results and temporal opin-
ion trends.

4.1 Data, stance-targets, and inference
Data. Using the Pushshift dataset, we collected
all 2022 content from the 4 largest Canadian-
centric subreddits: ‘r/canada’, ‘r/vancouver’,
‘r/ontario’, and ‘r/toronto’ (Baumgartner et al.,
2020).
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Stance Target Description Fleiss’ Kappa

Vaccine Mandates Laws requiring personal use of COVID-19 vaccines 0.53
Renter Protections Laws protecting the rights of people renting housing 0.23

NDP The NDP Party of Canada 0.59
Liberals The Liberal Party of Canada 0.56

Conservatives The Conservative Party of Canada 0.63
Gun Control Laws regulating the use of firearms 0.55

Drug Decriminalization Policy decriminalizing illegal drugs 0.46
Liberal Immigration Policy Laws favoring more immigration 0.59
Canadian Aid to Ukraine Government financial and military aid to Ukraine 0.623
French Language Laws Laws mandating the use of the French language 0.547

Table 1: Our chosen stance targets, descriptions for each stance target for reader context, and the Fleiss’ Kappa
statistic for the interannotator agreement of the annotations from our annotators (Gwet, 2008).

Prec Rec F1

1. Zero Shot (Avg) 0.42 0.61 0.45
2. Two-step PEFT (Avg) 0.60 0.51 0.52
3. PEFT (Avg) 0.59 0.52 0.53
4. Ensemble (Avg) 0.74 0.64 0.65
5. Always Favor 0.06 0.50 0.10
6. Annotator 0.74 0.84 0.77
7. Twitter 0.93 0.91 0.92
8. Reddit - - 0.594

Table 2: Mean macro precision, recall, and F1 (exclud-
ing neutral label) of techniques used, including methods
composing the ensemble (1-3), the ensemble (4), base-
lines (including human performance) (5-6), and prior
work (7-8). Prior work is selected from previous com-
parable work, and included to contextualize the perfor-
mance of our classifiers with contemporaneous work,
but note these numbers are not for the same dataset. We
report the F1 metric, as this is the one reported by prior
work. Prior work: (Samih and Darwish, 2021) (Twitter),
and (Kim et al., 2023) (Reddit)

Stance target selection. For topic modeling, we
used a higher than recommended number of neigh-
bours parameter for UMAP of 30, and a minimum
cluster size of 0.1% of the dataset for HDBSCAN,
to find larger topics that covered coarse-grained po-
litical issues. This left us with 80 clusters aligned
with political issues, where 51% of texts were con-
sidered outliers from these clusters. The actual
selection of the stance targets was, frankly, subjec-
tive - though we expect this would be the case in
empirical opinion studies as well. In the end, we
selected the stance targets shown in Table 1, where
we also include a description of the stance target.

The posts in the topics associated with these chosen
stance targets represented 16% of the text in our
dataset.

Annotation and modeling. We took 100 sam-
ples from topics linked to our selected stance tar-
gets and double-annotated them using the annota-
tion procedure described in Section 3.2. We ran the
Fleiss’ Kappa interannotator agreement statistic on
the annotations, and present them in Table 1.

We tried training our classifiers with a number
of different methods, and we report the metrics
from each of those methods in Table 2. Our two
methods of parameter efficient fine-tuning worked
out to produce the classifiers with the highest accu-
racy. We then used the highest accuracy individual
classifiers for our ensemble method.

Stance detection. We ran the classifier on all the
comments from each topic deemed close to our tar-
gets for all users who had at least 5 comments (as
a rough proxy for ensuring we had enough classi-
fications to obtain a reasonable stance signal). We
then ran our user stance aggregation methods, to
obtain user stance scores for each user on each
stance target.

4.2 Investigations
There are many political behaviour investigations
we can perform with the data available from this
work, both to learn about views on political issues
in Canadian politics, and validate the accuracy of
our results. We therefore ask 3 initial research
questions (RQs):

1. RQ1: Can we find the political issue opin-
ion correlation between sets of issues, and
which are the strongest among them? We
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start by taking a static, big picture view of
online opinions in Canadian politics.

2. RQ2: What can we learn about polariza-
tion in Canadian political discussion from
this data? If there are correlations in political
issue opinions, this indicates there is polariza-
tion (political sorting). Can we quantify that
polarization, and the polarization of subsets
of the data?

3. RQ3: Do we observe fluctuations in polit-
ical issue opinion over time, and do these
line up with potentially explanatory events?
Political issues change over time, and with
them, the opinions of the people. If we can
observe this with confidence, it will provide
a strong tool for viewing and understanding
reactions to public policy.

4.2.1 RQ1: Static user opinions trends
It is well-established that opinions on certain top-
ics are correlated (Baldassarri and Gelman, 2008).
This is the question we prepare to investigate here.
In Figure 1, we see selected scatter plots of users’
opinions on multiple stance targets (See Fig. 4 for
all scatter plots and distributions). These trends in
these scatter plots can be inspected to assess the
correlations that may exist between different stance
targets. We used the inferred mean method for the
user stance data in this experiment.

We fit a weighted least squares models to each
of the opinion comparisons (Seber and Lee, 2012),
and include the resulting correlation, p-value, and
R2 value in Figure 1. Note many people have
only posted opinionated (‘favor’ or ‘against’, not
‘neutral’) comments on one stance target or the
other, and therefore we get a prominent ‘cross‘ on
the scatter, combined with an obvious cluster of
users who are opinionated on both stances. In order
to see the correlation of this opinionated cluster
of users, we re-calculate the correlation without
users who have not posted an opinionated comment.
We report these correlations with the highest R2

values in Table 3, where we see numerous strong
correlations between stance targets.

Inferred stances reveal strong correlations in
user stance between targets. Crucially, inter-target
stance correlations line up with Canadian political
party platforms - that is, users who support a politi-
cal party are likely to aligned with the party’s polit-
ical platform (CBC, 2021). For example, we find
strong opposite correlations between Liberals and
Gun Control, and Conservatives and Gun Control.

Target A Target B ρ R2

Vacc. Mandates Gun Control. 0.29 0.12
Vacc. Mandates Immigr. Pol. 0.16 0.13

Liberals Gun Control 0.29 0.15
Liberals Immigr. Pol. 0.20 0.15

Gun Control Immigr. Pol. 0.28 0.19

Table 3: User stance correlations issue pairs, including
only correlations with R2 >= 0.1 for brevity.

For many political issue pairings, users are polar-
ized - that is, they are self-sorting into ideological
camps (Baldassarri and Gelman, 2008). Curiously,
some of the highest correlations and most predic-
tive relationships between political issue stances
were non-party stance targets, suggesting political
issues are more polarizing than party allegiances.

4.2.2 RQ2: Polarization.
We want to dive more into the topic of polarization,
due to the evidence we see for it in the correla-
tion data, and it’s consequences for society (Klein,
2020). Using this static opinion data, we compute
polarization measures for each subset of stance tar-
gets (Gubanov et al., 2021). Imagine a room of
opinionated people - if they all know each others
full spectrum of opinions, symmetric polarization
gives the extent to which two separate groups of
disagreeing people would form. However, if we
were to only let them know a subset of each oth-
ers opinions, then asymmetric polarization tells us
which subsets of opinions produce the most and
least divided rooms.

Using asymmetric polarization, we find that gun
control and liberal immigration policy are among
the most polarized stance targets, and that renter
protections and Canadian aid to Ukraine are the
least polarized stance targets. The measure tells
us that ‘r/canada’ is the most polarized subreddit
with a symmetric polarization measure of 0.11, and
‘r/vancouver’ is the least polarized subreddit with
a measure of 0.04, indicating that national polit-
ical discussion is more polarized than provincial
political discussion.

4.2.3 RQ3: Temporal trends
Our method provides annotations for timestamped
social media data. As a result, we also obtain infor-
mation about how user opinions change, en mass,
over time. To the best of our knowledge, this level
of population opinion polling is unmatched for po-
litical issues beyond party opinion and major topi-
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(a) Vaccine mandates and gun control
user stance scatter plot.

(b) Vaccine mandates and conserva-
tives user stance scatter plot.

(c) Gun control and liberal immigra-
tion policy user stance scatter plot.

Figure 1: Scatter plots compare user stances on two different stance targets. We fit a weighted least squares method
to the data (using the inverse of the sum of the user stance variances as a weight), to find the correlation of the data.

(a) Vaccine mandates opinion timeline.

(b) Vaccine mandates and conservatives opinion correlation
timeline.

Figure 2: Movement of stance opinion and correlation
over 2022. The shaded bars indicate the confidence
intervals of the moving statistic, as determined by the
bootstrap method (Efron and Tibshirani, 1994).

cal issues (e.g. vaccine mandates).
To do this, we look at how the aggregated user

opinions shift over each month of 2022. We con-
structed figures of the change in mean user opinion
and correlation of user opinions on a month by
month basis, complete with confidence intervals
found via the bootstrap method (Efron, 1992). We
include a sample of these in Figure 2.

These temporal opinion shifts reflect known in-
flection points in policy and public opinion. For ex-
ample, looking at vaccine mandates opinion trends
(Fig. 2a), the first data point we have is in April
2022, when the overall stance on vaccine mandates
reaches a high, coinciding with polling suggesting
that the public was less worried about COVID-19
(Coletto and Anderson, 2022). By July, the opin-
ion for vaccine mandates drops as reports circulate
about vaccine skepticism (Institute, 2022). The cor-

relation between conservatives stance and vaccine
mandates stance also drops, indicating conserva-
tives become more likely to be against vaccine man-
dates (or vice versa), (Fig. 2b) following reports
about vaccine hesitancy, and talk of ending vaccine
mandates (Lavery, 2022; Boutilier, 2022).

5 Discussion

In this work, we aimed to provide a complete tem-
plate method for moving from raw social media
data and inferring user stances across multiple
stance targets. While the method itself primar-
ily assembles existing methods, it does so in sys-
tematic a way that, to our knowledge, have not
been attempted before. Moreover, we have also
contributed a novel approach to rendering a user’s
stance on multiple stance targets comparable. Ap-
plied to Reddit data, the user stance trends our
method yields reflect known and notable behaviour.

Future work These findings collectively point
to the utility of the method we proposed in this
paper. But there is a great deal of work to be done
to improve these methods. For the first part of our
methodology, automated techniques that can select
the most salient stance targets would reduce any po-
tential bias in manually choosing them, and initial
methods for this have started to appear (Paschalides
et al., 2021). Our methodology could also be ex-
tended to non-text based platforms by means of
large multimodal models (LMMs) (Liu et al., 2023).
And finally, there is much analysis work possi-
ble with the user stance signals, where we could
use more sophisticated modelling techniques to
uncover more complex opinion dynamics.
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6 Ethical Statement

The method described in this work has a strong
privacy violating potential. Although all of the text
used in this work is publicly available for anyone
with an internet connection, rapid progression of
derived features from social trace data makes in-
formed consent impossible. Just as this method al-
lows us to understand large scale human behaviour,
it also makes it possible to track and predict indi-
vidual user’s stances. However, we believe these
methods have strong democratic potential for better
understanding population perspectives. Therefore
we believe it is critical to always focus our analysis
on this data in the aggregate, and use this data to
understand large scale trends as opposed to investi-
gating specific users.

7 Limitations

We would highlight that our template does not
capture the only assembly of existing methods to
achieve its aim. Our objective here is to provide a
credible and reproducible way of measuring multi-
target user stance, and we invite future work to
improve and contribute other frameworks for this
task.

A drawback of our method is the disconnection
between topics and opinion dimensions. The first
disadvantage of this is that choosing the stance
target we examine in the topic of interest is done
manually, and this opens this choice up to being
either an opinion dimension which is either not
heavily discussed and therefore not representative
of the analysed discussion, or a misleading dimen-
sion of disagreement that is better associated with
a larger, more delineated discussion. Future work
should use an automated method to discover these
stance targets (Paschalides et al., 2021).

Another, related, problem in this method is how
we can understand the idea of a ’neutral’ stance
in each stance category. For some topics, many
comments associated with that topic are discussing
the stance target in question, such as comments
associated with a gun topic discussing gun con-
trol. However, for other topics, like Canadian po-
litical parties, a smaller share of the comments in
this topic are discussing the new democratic party
(NDP), so the NDP get a disproportionately higher
number of ’neutral’ comments.

Finally there is more work to be done on the
user stance aggregation process, namely to further
validate the likelihood function and variational dis-

tribution that we used. We experimented with using
a beta distribution to represent skew in the poten-
tial user stance, but had difficulties with limiting
the distribution parameters to realistic user stance
distributions, so more work can be done here.
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A Appendix

A.1 Prompt
A.1.1 Prompt Type
We experimented with two main prompt types:

• All stances: One question: is the stance favor,
against, or neutral?

• Ask each stance: One prompt asking if the
post favors the stance target, one prompt ask-
ing if the post is against the stance target.

See Table 4 for the best performing result from
each prompt type. We see that the single question
outperforms the ‘ask for each stance’ method.

Prec Rec F1

All stances 0.42 0.61 0.45
Ask each stance 0.40 0.31 0.29

Table 4: Best performing results from each prompt type.
See

A.1.2 Final Prompt
We used the following prompt for our stance clas-
sifier, that we arrived at after manual experimenta-
tion. Any curly brackets demarked variables not
preceded by a $ are templated for the parameter
used in that example:

Predict the stance of the comment
towards {target_opinion}. Here is
an explanation of what we mean by
{target_opinion}: {target_explanation}
If the comment is directly or indirectly
in favor of {target_opinion}, or opposing
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or critizing something opposed to
{target_opinion}, then the stance should
be favor. If the comment is directly or
indirectly against {target_opinion}, or
opposing or critizing something in favor
of {target_opinion}, then the stance
should be against. If the comment
is discussing something irrelevant to
{target_opinion}, or if it is unclear what
the stance is, then the stance should be
neutral.

Post: The post being commented on, may
be useful in determining what the com-
ment is discussing.
Parent Comment: The parent comment
being replied to, may be useful in deter-
mining the context of the comment.
Comment: The comment to determine
the opinion of.
Stance: The stance of the comment is
${favor, neutral, or against}

Post: {post}
Parent Comment: {parent_comment}
Comment: {comment}
Stance: The stance of the comment is

After additional experimentation, we used dif-
ferent wordings for the stance targets listed in the
paper above to improve accuracy, and wrote out
stance target descriptions. These alternate word-
ings and descriptions can be seen in the project
GitHub repository github.com/bendavidsteel/user-
stance-discovery. We used the same stance target
descriptions for our annotators.

A.2 User Stance Estimation

A.2.1 Training
We used the Pyro library 1 to build and train the
probabilistic model, using the clipped Adam op-
timizer (Kingma and Ba, 2014) for 1000 epochs,
with an initial learning rate of 0.1 decaying to 0.001
over the training run.

A.2.2 Experiments
We used a simple generative model of a user to
generate synthetic data to test the user stance infer-
ence with. The model has a latent user stance µ
(represented as a scalar between -1 and 1), and user

1https://github.com/pyro-ppl/pyro

stance variance σ2 (the variance of of comment
stances, to model consistency of stance), to param-
eterize a user stance distribution. We can then draw
N comments from this normal distribution, model
classifying them with error via a categorical dis-
tribution defined by a specific precision and recall
(to simulate a classifier with error), to produce the
final synthetic data. We show the results from the
experiments we did in Figure 3.

We can see that for this generative model, though
the weighted mean method recovers the true gen-
erative model user stance mean most accurately,
it fails to apportion probability mass well when
there are fewer data points, or the precision/recall
is lower, resulting in inaccurate variances. The in-
ferred mean method can more accurately apportion
probability mass, but systematically underestimates
the true user stance for classifiers with lower recall
and precision. This is because probability mass is
placed more around 0, the centre of the user stance
domain, to account for possible neutral posts, and
there is no probability mass placed beyond 1 or -1,
as that is the limit of our discrete comment stances.
The normal distribution therefore correspondingly
moves towards 0. This could be improved by mod-
elling the user stance as a beta distribution, as the
skew can accommodate for the possible neutral
posts. However, in tests, we found it difficult to
constrain the beta distribution to reasonable user
stance distributions. More work is necessary here.

A.3 Static User Opinions
We include in Fig. 4 a general overview of static
user stances on the stance targets we cover in this
work.
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(a) Experiment with N = 100, σ2 = 0.5, Precision = 1.0,
and Recall = 1.0.

(b) Experiment with N = 100, σ2 = 1.0, Precision = 1.0,
and Recall = 1.0.

(c) Experiment with N = 2, σ2 = 0.5, Precision = 1.0,
and Recall = 1.0. Note that the weighted user stance method
reports a variance of 0 due to the small number of data points
all being in the same class, whereas the inference method re-
ports a large variance, indicating there’s still great uncertainty
in the user stance.

(d) Experiment with N = 100, σ2 = 0.5, Precision =
0.559, and Recall = 0.559. Note that the inference method
tends to systematically underestimate the true user stance, due
to the high classifier error ensuring user stance probability
mass is spread out.

(e) Experiment with N = 100, σ2 = 0.5, Precision =
0.718, and Recall = 0.396.

Figure 3: Results from validation of our weighted and inferred user stance methods in Section 3.3. For all
experiments, we generate N comments from 10 synthetic users with µ ranging from -1 to 1, and plot the predicted
user stance against the true user stance. We vary the σ2, N , precision and recall by experiment to test the methods
in different situations.

213



Figure 4: Plot exploring user stances for each stance target. The diagonal plot shows the inferred distribution of each
stance target, determined by summing all of the normal distributions we determine through SVI. We include the
mean of this distribution, as a dashed line. The below diagonal plots show the inferred distribution of paired stance
dimensions, showing where users are likely to fit within a bi-dimensional stance space, determined by summing all
inferred bivariate user stance normal distributions. The above diagonal plots show a scatter graph of user stances in
each bivariate space, including a correlation determined by the weighted least squares method.

214


