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Abstract

This paper presents the results of the WASSA
2024 shared task on predicting empathy, emo-
tion, and personality in conversations and reac-
tions to news articles. Participating teams were
given access to a new, unpublished extension
of the WASSA 2023 shared task dataset. This
task is both multi-level and multi-modal: data
is available at the person, essay, dialog, and
dialog-turn levels and includes formal (news
articles) and informal text (essays and dialogs),
self-report data (personality and distress), and
third-party annotations (empathy and emotion).
The shared task included a new focus on con-
versations between humans and LLM-based
virtual agents which occur immediately after
reading and reacting to the news articles. Par-
ticipants were encouraged to explore the multi-
level and multi-modal nature of this data. Par-
ticipation was encouraged in four tracks: (i)
predicting the perceived empathy at the dialog
level, (ii) predicting turn-level empathy, emo-
tion polarity, and emotion intensity in conversa-
tions, (iii) predicting state empathy and distress
scores, and (iv) predicting personality. In total,
14 teams participated in the shared task. We
summarize the methods and resources used by
the participating teams.

1 Introduction

Empathy, emotions, and similar affective states
are fundamental human relationships, informing
complex social interactions and cognition (Cas-
sell, 2001; Picard, 2000). These states can be con-
sciously and unconsciously expressed through fa-
cial expressions, writing, speech, body language,
and mimicry (Shoumy et al., 2020) and have ef-
fects on cooperation (Manson et al., 2013), roman-
tic relationships (Ireland et al., 2011), and therapist
ratings (Lord et al., 2015). In the context of human-
agent interactions, these phenomena are essential
to make machines understand the world and have
humans actively and genuinely engage with them.

Dialog systems have become increasingly con-
versant, due to advances in generative artificial in-
telligence. As such, it has been suggested that these
systems could be applied across a wide range of hu-
man facing applications, such as mental and behav-
ioral healthcare and substance use recovery (Dem-
szky et al., 2023; Stade et al., 2024b,a; Giorgi et al.,
2024). Along with this, automatic agents are being
designed with human-like traits such as empathy
(Rashkin et al., 2019), emotion (Zhou and Wang,
2018; Huber et al., 2018), and personas (Roller
et al., 2021; Cheng et al., 2023). There are also
attempts to align such systems with human pref-
erences, opinions, beliefs, and culture (Santurkar
et al., 2023; Scherrer et al., 2024; Havaldar et al.,
2023). Despite this active attention, implementa-
tions of such systems have had limited success and
standardized data sets in which empathy, and re-
lated complex emotional states, can be modeled are
in short supply Omitaomu et al. (2022).

While studying affect-related phenomena in the
context of automatic dialog agents and human-bot
interactions has become ubiquitous, Lahnala et al.
(2022) has noted that concepts such as empathy are
traditionally poorly defined. This shared task at-
tempts to address these issues by presenting partici-
pants with multiple, psychologically grounded def-
initions of empathy allowing participants to study
multiple forms of empathy, varying measurements
of empathy (e.g., self-report and other-report), and
their interactions. This includes trait empathy (em-
pathy which is stable over time and systematically
differs across people), state empathy (empathy ex-
perienced at a specific place in time), perceived
empathy (how one’s conversational partner views
their empathy), and conversational turn empathy
(the level of empathy expressed at each stage of a
conversation).

This paper presents the WASSA 2024 Empathy
Shared Task on Empathy and Personality Detection
in Interactions, which allows studying empathy,
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personality, and perception in human-human and
human-bot interactions. Past WASSA shared tasks
were also held on emotion, empathy, distress, or
personality detection in text essays (Tafreshi et al.,
2021; Barriere et al., 2022, 2023). Thus, this year’s
task builds on past shared tasks, with data very
similar to past years, plus a brand new type of
data. We used a new dataset from (Omitaomu et al.,
2022) containing reactions to news article data and
annotations similar to (Buechel et al., 2018a) and
(Tafreshi et al., 2021), including news articles that
express harm to an entity (e.g., individual, group
of people, nature).

The news articles are accompanied by essays
where authors express their empathy and distress in
response to the content. Each essay is self-reported
empathy and distress. They are also enriched with
additional information, such as the authors’ person-
ality traits, IRI, and demographic details, including
age, gender, ethnicity, income, and education level.
Similar to the WASSA 2023 shared task, we in-
clude subsequent conversations that the study par-
ticipants had after writing their essays. Every turn
in the conversation was third-party annotated for
empathy, emotion, and emotional polarity. In this
year’s task, we introduced two new components,
the first is that after each conversation, participants
rated the empathy of their conversational partner.
The second new component of the task is that we
included conversations between people and a con-
versational AI system.

Given this dataset as input, the shared task con-
sists of four tracks (see Section 4.1 for each tracks’
respective definitions of empathy and emotion):

1. Empathy Prediction in Conversations (CONV-
Dialog), which consists of predicting the per-
ceived empathy at the dialog-level.

2. Empathy and Emotion Prediction in Conver-
sations Turns (CONV-Turn), which consists
in predicting the perceived empathy, emotion
polarity, and emotion intensity at the speech-
turn-level in a conversation.

3. Empathy Prediction (EMP), which consists of
predicting both the empathic concern and the
personal distress at the essay-level.

4. Personality Prediction (PER), which consists
of predicting the personality (openness, con-
scientiousness, extraversion, agreeableness,
and emotional stability; OCEAN) of the es-
say writer, knowing all his/her essays, dialogs,
and the news articles from which they reacted.

2 Related Work

2.1 Empathy and Distress
Several studies have attempted to both predict em-
pathy from text (Litvak et al., 2016), model em-
pathy in counseling (Xiao et al., 2015, 2016), and
build empathetic conversational agents (Rashkin
et al., 2019; Gao et al., 2021). Hosseini and
Caragea (2021) looks at members of online health
communities seek or provide empathy. Other stud-
ies have used appraisal theory to study empathy
in Reddit conversations (Zhou and Jurgens, 2020;
Yang and Jurgens, 2024). Computational meth-
ods have also been used to distinguish between
good and bad types of empathy (Yaden et al., 2023;
Abdul-Mageed et al., 2017), where “bad empathy”
involves taking on the feelings of others, which can
lead to empathetic burnout, while “good empathy”
(also called compassion) is a prosocial motivator
without emotional contagion. Given the extensive
work on this subject, there are several in depth re-
view articles (Shetty et al., 2024; Lahnala et al.,
2022).

2.2 Personality Prediction
Predicting personality from text (including social
media data) has been rigorously validated via psy-
chometric tests (e.g., convergent validity, diver-
gent validity, and test-retest reliability; Park et al.,
2015). Dialog agents are also being designed with
personalities (Liu et al., 2022). Similarly, large Lan-
guage Models are being used for personality clas-
sification (Ganesan et al., 2023; Peters and Matz,
2024; Yang et al.) and for studying the personal-
ity of the model’s themselves (Safdari et al., 2023;
Salecha et al., 2024; Miotto et al., 2022). Simi-
lar to empathy, there are several survey papers on
personality prediction models, theories, and tech-
niques (Vora et al., 2020; Beck and Jackson, 2022).

3 Data Collection and Annotation

The source of the data for the shared task is from
Omitaomu et al. (2022). We extend this dataset
with essay-level emotion annotations by the au-
thors. Although the dataset is different from the
data set of Buechel et al. (2018b) used in WASSA
2021 and 2022 shared task (Tafreshi et al., 2021;
Barriere et al., 2022), it can be considered an ex-
tension. Table 1 shows the train, development, and
test splits. We first briefly present how the origi-
nal dataset was collected and annotated in subsec-
tion 3.1.
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Train Dev Test

People 75 83 34
Conversations 500 33 67
Essays 1,000 66 83
Speech-Turns 11,166 990 2,316

Table 1: Corpus statistics detailing the number of anno-
tations.

3.1 Initial Data Collection and Annotation

Here we provide a brief overview of the data collec-
tion process employed by Omitaomu et al. (2022).
They recruited crowd workers from MTurk.com
and utilized the Qualtrics survey platform and Par-
lAI for data collection. The data collection process
began with an intake phase, during which crowd
workers provided their demographic information
and completed surveys for the Big Five (OCEAN)
personality traits and the Interpersonal Reactivity
Index (IRI; Davis, 1983). Next, pairs of crowd
workers read news articles. Each pair read one
article of the 100 articles. After reading the arti-
cle, the crowd workers wrote an essay of 300 to
800 characters about the article they read and rated
their empathy and distress levels using the Batson
scale (Batson et al., 1987). Then, the pair of crowd
workers engaged in online text conversation where
they were instructed to talk about the article for a
minimum of 10 turns per person in training and
development sets and 15 turns per person in the
test set.

After the conversations were collected, a new
task was created to collect turn-level annotations
for each conversation. The workers were asked to
rate the empathy, emotional polarity, and emotional
intensity of each turn. Three crowd workers anno-
tated each turn and were given the context of the
previous turns in the conversation.

4 Shared Task

We set up all four tracks in CodaLab1. We describe
each task separately in Section 4.1 and then de-
scribe dataset, resources, and evaluation metrics
in Section 4.2. Tracks 2, 3, and 4 are similar to
the ones offered by WASSA 2022 and 2023 shared
tasks.

1https://codalab.lisn.upsaclay.fr/
competitions/18810

4.1 Tracks
Track 1 - Empathy Prediction in Conversations
(CONV-Dialog): The formulation of this task is
to predict, for each conversation, the perceived em-
pathy at the dialog-level. As described in Sec 3,
immediately after each conversation participants
were asked to rate the empathy of their conversa-
tional partner towards the patient of harm on a 1 to
7 ordinal scale. The participants were asked to pre-
dict the rated value of the partner. In the case of a
human-bot conversation, there was only one rating
since the conversational AI system was not tasked
to do this rating. This track was newly introduced
as part of this year’s shared task.

Track 2 - Turn-level Empathy and Emotion in
Conversations (CONV-Turn): The formulation
of this task is to predict, for each conversational
turn, the emotion polarity and intensity as well as
the third-party annotations of empathy. The targets
are third-party assessment of emotional polarity
(positive, negative, or neutral) and both emotional
intensity and empathy coded on an ordinal scale
from 1 to 5 with a not applicable option. This track
was introduced in WASSA 2023, but the data in
this year’s task (2024) is new.

Track 3 - State Empathy Prediction (EMP):
The formulation of this task is to predict, for each
essay, Batson’s empathic concern (“feeling for
someone”) and personal distress (“suffering with
someone”) scores (Batson et al., 1987). Teams are
expected to develop models that predict the empa-
thy score for each essay (self-report data from the
essay writer). Both empathy and distress scores are
real values between 1 and 7. Empathy score is an
average of 7-point scale ratings, representing each
of the following states (warm, tender, sympathetic,
softhearted, moved, compassionate); distress score
is an average of 7-point scale ratings, represent-
ing each of the following states (worried, upset,
troubled, perturbed, grieved, disturbed, alarmed,
distressed). These are state measures: measures
that vary within people across time. For optional
use, we made personality, demographic informa-
tion, and emotion labels available for each essay.
This track was previously done in WASSA 2023,
2022, and 2021, but this year’s task uses new data.

Track 4 - Personality Prediction (PER): This
task asked participants to predict personality scores
for each essay. To code personality information, the
Big 5 personality traits were provided, also known
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Team Perceived Empathy

Fraunhofer SIT .193
ConText .191
Chinchunmei .172
EmpatheticFIG .012

Baseline .023

Table 2: Track 1 CONV-Dialog: Results of the teams
participating in the EMP track (product moment corre-
lations), order by descending effect size.

as the OCEAN model (Gosling et al., 2003b). In
the OCEAN model, the theory identifies five fac-
tors (Openness to experience, Conscientiousness,
Extraversion, Agreeableness, and Neuroticism2).
Participants were asked to produce scores for each
of the five factors. For each essay, the writer
was asked to complete the Ten Item Personality
Inventory (Gosling et al., 2003a), two items for
each of the five factors. Thus, this is self-reported
essay-level data. This task was previously done in
WASSA 2022 and 2023, but the data in this year’s
task (2024) is new.

Multi-task: We gave the participants a unique id
for each conversation so that the participants could
use multi-task learning methods to tackle all the
tasks simultaneously. Moreover, speakers in the
train, dev, and test datasets were given unique ids
so that teams could use several of the participant’s
essays or conversations in order to improve the
results. This was proven to help in WASSA 2022
for the PER and IRI subtasks (Barriere et al., 2022).

4.2 Setup

Dataset: Participants were provided the dataset
described in Section 3. Participants were allowed
to add the development set to the training set and
submit systems trained on both. The test set was
made available to the participants at the beginning
of the evaluation period.

Resources and Systems Restrictions Partici-
pants were allowed to use any lexical resources
(e.g., emotion or empathy dictionaries) of their
choice, additional training data, or off-the-shelf
emotion or empathy models. We did not put any re-
strictions on this shared task. We proposed several
baseline models for this article, which are described
in Section 4.3.

2For the shared task, neuroticism has been reverse coded
as emotional stability

Team Emotion
Intensity

Emotion
Polarity Empathy Avg

ConText .622 .679 .577 .626
Chinchunmei .607 .680 .582 .623
EmpatheticFIG .601 .671 .559 .610
Last-min-submission-team .589 .663 .534 .595
hyy3 .581 .644 .544 .590
Empathify .584 .638 .541 .588
empaths .473 .422 .534 .477
Fraunhofer SIT .032 -.018 .034 -.007
Zhenmei -.043 -.020 -.027 -.030

Baseline .417 .646 .694 .586

Table 3: Track 2 CONV-Turn: Results of the teams
participating in the CONV-Turn track (product moment
correlations), order by average descending effect size.

Systems Evaluation: The organizers published
an evaluation script that calculates product moment
correlations for the predictions of the four tasks.
The product moment correlation coefficient is the
linear correlation between two variables, and it
produces scores from -1 (perfectly inversely cor-
related) to 1 (perfectly correlated). A score of
0 indicates no correlation. The official competi-
tion metric for the empathy in conversations task
(CONV-Dialog) is the product moment correlation
for perceived empathy. The official competition
metric for the empathy and emotion in conversa-
tion task (CONV-Turn) is the average of the three
product moment correlations (emotion intensity,
emotion polarity, and empathy). The official com-
petition metric for the state empathy prediction task
(EMP) is the average of the two product moment
correlations (empathy and distress). The official
competition metric for the personality task (PER)
is the average of the product moment correlations
of the five factors.

4.3 Baselines

CONV-Dialog: Similar to Omitaomu et al.
(2022), we fine-tuned a RoBERTa (base) pretrained
language model (Liu et al., 2019). The model was
trained on the training set and used the development
set for model validation. We trained one model for
all dialog turns of the person being assessed. The
model was trained using regression since this was
on a 7 point scale. The training was for 30 epochs,
and the model checkpoint with the best validation
set product moment correlation was kept.

CONV-Turn: Following Omitaomu et al. (2022),
we fine-tuned a RoBERTa (base) pretrained lan-
guage model (Liu et al., 2019). The model was
trained on the training set and used the develop-
ment set for model validation. We trained one
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Team Empathy Distress Avg.

RU .523 .383 .453
Chinchunmei .474 .311 .393
Fraunhofer SIT .375 .395 .385
1024m .361 .327 .344
ConText .390 .252 .321
Empathify .290 .217 .253
Daisy .345 .082 .213

Baseline .629 .477 .553

Table 4: Track 3 EMP: Results of the teams participating
in the EMP track (product moment correlations).

model for each of the turn-level label types. The
training was for 30 epochs, and the model check-
point with the best validation set product moment
correlation was kept.

EMP: Like the CONV models, we fine-tuned a
RoBERTa (base) pretrained language model (Liu
et al., 2019). For training, we used both the train-
ing data of the essays and the WASSA22 and
WASSA23 training data (Barriere et al., 2023,
2022). We created separate models for empathy
and distress, and used the same checkpoint and
stopping criteria as the CONV task models.

PER: Similar to the 2023 shared task, we used
a Big 5 personality model developed by Park et al.
(2015). This model was trained on Facebook sta-
tus updates from 66,732 people who self-reported
questionnaire-based Big Five personality traits.
This model used ngrams and topics extracted from
the Facebook status updates in an ℓ2 penalized
Ridge regression. This model was then applied
to all text generated by each person in the test set
(i.e., essays and conversations), producing Big 5
estimates for each.

5 Results and Discussion

A total of 14 teams participated in this year’s shared
task, with 4, 9, 7, and 3 teams across the four tracks,
respectively. The results for each task are summa-
rized below.

5.1 Empathy Prediction (CONV-Dialog)
Table 2 shows the results for Track 1. Here partici-
pants were asked to predict (via a regression task)
perceived empathy, as rated by conversational part-
ners. A total of four teams participated in this track,
and were evaluated via product moment correlation.
The system with the highest test set correlation was

Fraunhofer SIT (r = .193), though it should be
noted that no team had a statistically significant
correlation (p < .05).

5.2 Turn-level Empathy and Emotion
Prediction (CONV-Turn)

Table 3 shows the results of Track 2. Participants
were asked to predict third-party assessments emo-
tion intensity, emotion polarity, and empathy for
each turn in the dialogs. Teams were evaluated via
the average product moment correlation across the
three measures. Team ConText had the highest av-
erage correlation (r = .626), as well as the highest
correlation for emotion intensity (r = .622). Team
Chinchunmei had the highest correlations for emo-
tion polarity (r = .680) and empathy (r = .582),
and also had the second highest average correlation
(r = .623). The RoBERTa-base baseline outper-
forms on Empathy, but underperformed across all
other dimensions. All top correlations were statisti-
cally significant (p < .05).

5.3 State Empathy and Distress Predictions
(EMP)

Table 4 shows the results for Track 3. A total of 7
teams participated in this track. Teams were ranked
via the average product moment correlation across
both empathy and distress. Team RU had the high-
est ranked system with an average correlation of
r = .453. This team also had the highest empathy
correlation (r = .523). Team Fraunhofer SIT had
the highest distress correlation (r = .395). Our
baseline RoBERTa-base model outperformed all
other models likely due to the inclusion of the data
from the prior years. All top correlations were
statistically significant (p < .05).

5.4 Personality Predictions (PER)

Table 5 shows the results for Track 4. Three teams
participated in this task. Team amsqr attained the
highest average correation (r = .300). This team’s
results for the Agreeableness (r = .540) and Emo-
tional Stability (r = .757) factors were the only
significant correlations in the results (p < .05).
Only one team that participated in this task submit-
ted a system description paper. Thus, it is unclear
how amsqr achieved their results.

5.5 Comparison with previous results

Table 6 shows the results of each track across
previous shared tasks from 2021 (Tafreshi et al.,
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Team Openness Conscientiousness Extraversion Agreeableness Emotional Stability Avg.

amsqr .170 .303 -.272 .540 .757 .300
NU -.103 .102 -.085 .154 .279 .069
1024m .059 -.032 -.128 -.015 -.009 -.025

Baseline .042 .207 .300 .127 -.012 .133

Table 5: Track 4 PER: Results of the teams participating in the PER track (product moment correlations).

2021), 2022 (Barriere et al., 2022), and 2023 (Bar-
riere et al., 2023). Note that the numbers reported
for (Buechel et al., 2018b) are the average empathy
and distress scores for their best system (r = .404
for empathy and r = .444 for distress). This sys-
tem used 10-fold cross validation, rather than ded-
icated train, development, and test sets, and thus,
these results are not comparable to those in this
shared task. In WASSA 2023, which shared three
out of four tracks, results for Track 2 (CONV-Turn)
were higher in magnitude, with eight out of ten
systems (including baseline) scoring above (high-
est average r = .758) the best team in this year’s
shared task (ConText). For Track 3 (EMP), this
year’s best scoring team (RU) outperformed all of
the nine teams that participated in this track in 2023
(highest average r = .418). Finally, for Track 4
(PER) the highest performing team this year (am-
sqr) outperformed last year’s teams (highest aver-
age r = .252).

6 Overview of Submitted Systems

Below we summarize the algorithms and resources
used by the teams.

6.1 Machine Learning Architectures

The machine learning architectures used by the par-
ticipating teams are summarized in Table 7. Sim-
ilar to last year’s shared task, most teams relied
on BERT (Devlin et al., 2019) and related vari-
ants: RoBERTa (Liu et al., 2019), DeBERTa (He

CONV
Dialog

CONV
Turn EMP PER

Buechel et al. (2018b) - - .242 -
WASSA 2021 - - .545 -
WASSA 2022 - - .540 .230
WASSA 2023 - .758 .418 .252

This year (2024) .193 .626 .453 .300

Table 6: Comparison of best performing scores across
each track for previous years of the shared task. Re-
ported average product moment correlation.

et al.), SieBERT (Hartmann et al., 2023), and
similar variants finetuned for sentiment (Barbi-
eri et al., 2020). These models were used out-
of-the-box, and in custom architectures, such as
those used to create history-dependent embedding.
New this year are systems based on more mod-
ern large language models, such as Llama (Tou-
vron et al., 2023) and GPT variants (e.g., ChatGPT
and GPT-4o; Brown et al., 2020). Two systems
utilized psychologically-grounded or theory-based
features, where features were chosen based on their
known relationships to emotion and empathy. Fi-
nally, other transformer-based models were used,
though less often: T5 (Raffel et al., 2020) and Long-
former (Beltagy et al., 2020).

6.2 Resources

Two teams used a RoBERTa model finetuned on
the GoEmotions data set (Demszky et al., 2020),
which contains Reddit posts annotated for 27 emo-
tions. One team analyzed their model using a
SHAP (SHapley Additive exPlanations) analy-
sis (Lundberg and Lee, 2017) in tandem with the
GoEmotions-based emotions classifier, which high-
lighted which emotions were most associated with
empathy and distress. Several teams used large
language models for data augmentation. Llama
and GPT-related models were used for paraphras-
ing and for predicting psychological indicators
(e.g., perspective-taking, sympathy, and compas-
sion) used downstream to predict turn-level empa-
thy. Similarly, mT5 (Xue et al., 2021) was used to
extract figurative language (metaphor, idiom, and
hyperbole) labels for conversational turns. While
not an external resource, one team used a built a
knowledge graph from self reported demographics
(age, gender, income, and education) and empa-
thy (trait level; IRI). Finally, LIWC (Boyd et al.,
2022) was used to understand what types of turn-
level text were most associated emotional intensity,
emotional polarity, and empathy.
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Alg.
# of

teams
CONV
Dialog

CONV
Turn EMP PER

BERT-like 9 ✓ ✓ ✓ ✓
GPT-like 3 - ✓ ✓ -
Llama-like 3 ✓ ✓ ✓ -
Theory based 2 ✓ ✓ - -

Table 7: Algorithms used by the different teams. We
listed all the techniques that teams reported in their
system description papers. Note that not all participating
teams submitted system papers.

7 Conclusion

In this paper, we presented the shared task on em-
pathy and personality detection in essays and con-
versations in reactions to news articles, to which 14
teams participated and 12 submitted a paper. While
this year saw an increase in large language models
(i.e., GPT and Llama variants), though most teams
still relied on BERT and RoBERTa variants. A
small number of teams used task related resources,
such as models finetuned on sentiment and emotion
datasets. No external data sets were used, though
generative AI systems were used for data augmenta-
tion. Two teams used empathy and emotion related
features, such as figurative language and related
psychologically-grounded indicators. One team
used historical conversation context, when predict-
ing turn-level labels. A single team used speaker
self-report data, such as demographics (age, gen-
der, race), socioeconomics (income and education),
and trait-level empathy (IRI) alongside text-based
features. Finally, no teams used used multi-task
learning, leveraged the multi-modal or multi-level
nature of the data, or made a distinction between
bot and human data.

Limitations

This shared task and the associated data are limited
in several ways. First, despite the multi-modal as-
pects of the data, the number of words collect per
person is limited (by both essay and conversation
length). Thus, it may be more difficult to predict
trait level measures (e.g., personality) than state or
turn-level measures (e.g., emotion and empathy).
This could explain the low performance in Track 4
PER. We note that past work on detecting personal-
ity from social media has used a minimum of 1000
words for accurate predictions (Lynn et al., 2020).
Similarly, personality models are typically trained
on larger personality questionnaires, such as the
20- or 100-item personality inventory (Park et al.,

2015). The 10-item version could lead to noisier
personality estimates which are more difficult to
predict from text. Second, the person- and essay-
level tasks both have small sample sizes, which
could explain why none of the correlations in Track
1 were significant (i.e., the task was under powered).
Finally, we only consider English language news ar-
ticles and English conversations from crowd work-
ers in the U.S., thus limiting the study of empathy
to these cultures and languages/dialects.

Ethics Statement

There are several ethical concerns one should con-
sider when predicting affective measures. There is
mounting evidence that emotion recognition sys-
tems are being use as part of mass surveillance
systems by governments and private entities world-
wide (Barkane, 2022). These systems are used
in high stakes settings, such as law enforcement,
and are known to discriminate and violate rights
to privacy (Kieslich and Lünich, 2024). While
there are many prosocial applications to embed-
ding machines with emotions and empathy, such
as mental health related chatbots, there are also
several similar concerns. Such empathetic or emo-
tional systems could increase trust with their end
users through anthropromorphisms (Abercrombie
et al., 2023), which could have several nefarious
use cases (for example, spreading misinformation
or political ads which elicit empathetic responses).
Similarly, overly empathetic or agreeable systems
could ignore or agree with unsafe or toxic in-
put (Kim et al., 2022).
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Personality traits in large language models. arXiv
preprint arXiv:2307.00184.

Aadesh Salecha, Molly E. Ireland, Shashanka Subrah-
manya, João Sedoc, Lyle H. Ungar, and Johannes C.
Eichstaedt. 2024. Large language models show
human-like social desirability biases in survey re-
sponses. Preprint, arXiv:2405.06058.

Shibani Santurkar, Esin Durmus, Faisal Ladhak, Cinoo
Lee, Percy Liang, and Tatsunori Hashimoto. 2023.
Whose opinions do language models reflect? In In-
ternational Conference on Machine Learning, pages
29971–30004. PMLR.

Nino Scherrer, Claudia Shi, Amir Feder, and David Blei.
2024. Evaluating the moral beliefs encoded in llms.
Advances in Neural Information Processing Systems,
36.

Vishal Anand Shetty, Shauna Durbin, Meghan S
Weyrich, Airín Denise Martínez, Jing Qian, and
David L Chin. 2024. A scoping review of empathy
recognition in text using natural language process-
ing. Journal of the American Medical Informatics
Association, 31(3):762–775.

Nusrat J Shoumy, Li-Minn Ang, Kah Phooi Seng,
DM Motiur Rahaman, and Tanveer Zia. 2020. Multi-
modal big data affective analytics: A comprehensive
survey using text, audio, visual and physiological sig-
nals. Journal of Network and Computer Applications,
149:102447.

Elizabeth C Stade, johannes C Eichstaedt, Jane P Kim,
and Shannon W Stirman. 2024a. Readiness for ai
deployment and implementation (readi): A proposed
framework for the evaluation of ai-mental health ap-
plications.

Elizabeth C Stade, Shannon Wiltsey Stirman, Lyle H
Ungar, Cody L Boland, H Andrew Schwartz, David B
Yaden, João Sedoc, Robert J DeRubeis, Robb Willer,
and Johannes C Eichstaedt. 2024b. Large language
models could change the future of behavioral health-
care: a proposal for responsible development and
evaluation. NPJ Mental Health Research, 3(1):12.

Shabnam Tafreshi, Orphee De Clercq, Valentin Barriere,
Sven Buechel, João Sedoc, and Alexandra Balahur.
2021. WASSA 2021 shared task: Predicting empathy
and emotion in reaction to news stories. In Proceed-
ings of the Eleventh Workshop on Computational
Approaches to Subjectivity, Sentiment and Social Me-
dia Analysis, pages 92–104, Online. Association for
Computational Linguistics.

Hugo Touvron, Thibaut Lavril, Gautier Izacard, Xavier
Martinet, Marie-Anne Lachaux, Timothée Lacroix,
Baptiste Rozière, Naman Goyal, Eric Hambro,
Faisal Azhar, et al. 2023. Llama: Open and effi-
cient foundation language models. arXiv preprint
arXiv:2302.13971.

Hetal Vora, Mamta Bhamare, and Dr K Ashok Kumar.
2020. Personality prediction from social media text:
An overview. Int. J. Eng. Res, 9(05):352–357.

Bo Xiao, Chewei Huang, Zac E Imel, David C Atkins,
Panayiotis Georgiou, and Shrikanth S Narayanan.
2016. A technology prototype system for rating ther-
apist empathy from audio recordings in addiction
counseling. PeerJ Computer Science, 2:e59.

Bo Xiao, Zac E Imel, Panayiotis G Georgiou, David C
Atkins, and Shrikanth S Narayanan. 2015. " rate
my therapist": automated detection of empathy in
drug and alcohol counseling via speech and language
processing. PloS one, 10(12):e0143055.

Linting Xue, Noah Constant, Adam Roberts, Mihir Kale,
Rami Al-Rfou, Aditya Siddhant, Aditya Barua, and
Colin Raffel. 2021. mt5: A massively multilingual
pre-trained text-to-text transformer. In Proceedings
of the 2021 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, pages 483–498.

David B Yaden, Salvatore Giorgi, Matthew Jordan, An-
neke Buffone, Johannes C Eichstaedt, H Andrew
Schwartz, Lyle Ungar, and Paul Bloom. 2023. Char-
acterizing empathy and compassion using computa-
tional linguistic analysis. Emotion.

Jiamin Yang and David Jurgens. 2024. Modeling em-
pathetic alignment in conversation. In Proceedings
of the 2024 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies (Volume 1: Long Pa-
pers), pages 3127–3148.

Tao Yang, Tianyuan Shi, Fanqi Wan, Xiaojun Quan,
Qifan Wang, Bingzhe Wu, and Jiaxiang Wu. Psycot:
Psychological questionnaire as powerful chain-of-
thought for personality detection. In The 2023 Con-
ference on Empirical Methods in Natural Language
Processing.

378

https://arxiv.org/abs/2405.06058
https://arxiv.org/abs/2405.06058
https://arxiv.org/abs/2405.06058
https://doi.org/10.31234/osf.io/8zqhw
https://doi.org/10.31234/osf.io/8zqhw
https://doi.org/10.31234/osf.io/8zqhw
https://doi.org/10.31234/osf.io/8zqhw
https://aclanthology.org/2021.wassa-1.10
https://aclanthology.org/2021.wassa-1.10


Naitian Zhou and David Jurgens. 2020. Condolence
and empathy in online communities. In Proceedings
of the 2020 Conference on Empirical Methods in
Natural Language Processing (EMNLP), pages 609–
626.

Xianda Zhou and William Yang Wang. 2018. MojiTalk:
Generating emotional responses at scale. In Proceed-
ings of the 56th Annual Meeting of the Association for
Computational Linguistics (Volume 1: Long Papers),
pages 1128–1137, Melbourne, Australia. Association
for Computational Linguistics.

379

https://doi.org/10.18653/v1/P18-1104
https://doi.org/10.18653/v1/P18-1104

