
Proceedings of the Ninth Conference on Machine Translation, pages 1004–1010
November 15-16, 2024 ©2024 Association for Computational Linguistics

Optimising LLM-Driven Machine Translation with Context-Aware Sliding
Windows

Xinye Yang, Yida Mu, Kalina Bontcheva, Xingyi Song
School of Computer Science, The University of Sheffield

{xyang138, y.mu, k.bontcheva, x.song}@sheffield.ac.uk

Abstract

This paper describes SheffieldGATE’s submis-
sion to WMT 2024 Chat Shared Translation
Task. We participate in three language pairs:
English-German, English-Dutch, and English-
Portuguese (Brazil). In this work, we intro-
duce a context-aware sliding window decod-
ing method to track dependencies between chat
messages. We fine-tune a large pre-trained lan-
guage model based on the training data pro-
vided by the shared task Our experiments (i)
compare the model performance between mul-
tilingual and bilingual fine-tuning and (ii) as-
sess the impact of different window sizes. Our
experimental results demonstrate that utilising
contextual information yields superior perfor-
mance in document-level translation compared
to translating documents as isolated text seg-
ments, and that models fine-tuned with multilin-
gual data perform better than those fine-tuned
with bilingual data.

1 Introduction

Translating chat text is an important and challeng-
ing application of machine translation technology
(Farajian et al., 2020; Farinha et al., 2022). The pur-
pose of this task is to build a translation model that
addresses the challenges of multilingual customer
support for multinational companies. In informal
conversations, people often use abbreviations and
incomplete sentences and may include spelling er-
rors, leading to significant noise in the dialogue
text (Varnhagen et al., 2010). These factors compli-
cate the translation of such texts, a challenge that
traditional machine translation methods struggle to
address (Almansor et al., 2020).

Recently, large language models (LLMs) have
gradually taken over the mainstream in the field of
natural language processing (Ouyang et al., 2022).
LLMs have demonstrated impressive capabilities
in a wide range of domains such as computational
social science (Mu et al., 2024), question answering
(Tan et al., 2023), and machine translation(Wang

et al., 2023). Their ability to be well robust to noise
in the input data provides new ideas to address the
challenges of chat translation.

At the sentence level, Neural Machine Transla-
tion (NMT), represented by pre-trained large lan-
guage models, is approaching the quality of profes-
sional human translations or even exceeding that
of crowd-sourced non-professional translations in
a few resource-rich languages (Hassan et al., 2018).
For document-level translation, NMT systems still
have certain errors that are difficult to detect in
sentence-level translation (Läubli et al., 2018).
Such as language ambiguity, which frequently re-
sults in numerous translation errors. Depending on
the context, a single word or phrase can have mul-
tiple meanings (Abeysiriwardana and Sumanathi-
laka, 2024). Without the use of contextual infor-
mation, problems including co-reference (Guillou
and Hardmeier, 2016), lexical cohesion (Carpuat,
2009), or lexical disambiguation (Rios Gonzales
et al., 2017) will be difficult to address (Jin et al.,
2023).

In this work, we focus on modelling strategies
based on contextual information. Our submission
is based on an existing pre-trained model and fine-
tuned using multilingual chat data, behaviour with-
out incorporating additional contextual information
during the fine-tuning process. We implemented
context-aware sliding windows for the inference
stage to perform translation tasks. We also con-
ducted the following experiments (i) to compare
the performance difference between using multi-
lingual data and bilingual data in the fine-tuning
process and (ii) the impact of window size, or the
extent of contextual information, on the quality of
translation.

With this study, we aim to shed light on the great
potential of large language models for machine
translation tasks and their ability to utilise contex-
tual information for document-level translation and
learn from migrating across linguistic data.
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Language Pair Train Val. Test

EN <-> DE 17,805 2,569 2,041
EN <-> FR 15,027 3,007 2,091
EN <-> PT-BR 15,092 2,550 2,040
EN <-> KO 16,122 1,935 1,982
EN <-> NL 15,463 2,549 2,015

Table 1: Number of source segments in the released
dataset.

2 Data

The dataset for this task comprises authentic bilin-
gual customer support conversations across five
language pairs: English-German, English-French,
English-Korean, English-Dutch, and English-
Portuguese (Brazil). Table 1 displays the number
of training, validation and test samples for each
language pair in the dataset.

2.1 Dataset Characteristics

The chat content flows freely without strict format
constraints, authentically reflecting the characteris-
tics of real conversations. This natural language use
includes incomplete sentences, interjections, and
context-dependent responses, which, while repre-
sentative of genuine dialogue, increases the com-
plexity of processing and translation.

3 System Description

3.1 Context-Aware Sliding Window

To effectively utilise contextual information, we
use a context-aware sliding window mechanism.
This approach allows model to consider context
sentences when translating each individual mes-
sage, thereby enhancing the overall coherence and
accuracy of the translation. In addition, we improve
translation efficiency by reusing the Key-Value
(KV) cache. KV caching is a crucial technique
in transformer models, involves storing and reusing
previously computed Key and Value matrices in
the self-attention mechanism. This method signif-
icantly enhances inference speed by eliminating
redundant calculations, particularly beneficial for
long sequences or auto-regressive generation tasks
such as machine translation. It enables the model
to efficiently leverage information from the source
language when generating the target sequence, sub-
stantially reducing computational overhead, espe-
cially for longer texts.

Structure of the Sliding Window Our context-
aware sliding window comprises four key compo-
nents:

• Task Description: Provides the model with
clear instructions about the translation task.

• Source language tag: Identifies the beginning
of the original text.

• Original Text: Contains the message to be
translated along with its context.

• Target Language Label: Indicates the end of
the original text and directs the model to give
the translation.

Figure 1 illustrates the structure of the Context-
Aware Sliding Window. This system comprises
a task description and a window containing a se-
quence of source sentences, which together func-
tion as input to the model. The model generates
new translations based on the contextual informa-
tion available within the window. After each trans-
lation is produced, it is inserted into the list of
translated sentences, and the window shifts to in-
corporate new source sentences. If the number of
sentences in the source text window exceeds a pre-
defined limit, the earliest sentence in the window is
removed to maintain the set window size. This slid-
ing mechanism ensures that the model consistently
has track dependencies throughout the translation
process.

Figure 1: Context-Aware Sliding Window

Prompt We used the following prompt for trans-
lation:
You are a translation specialist serving multina-
tional companies. Your task is to translate the given
text from [source language] to [target language].
Provide the translation result in [target language]
directly without including any additional content.

Workflow The operation of our context-aware
sliding window can be described as follows:
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• Initialisation: The sliding window starts
empty and gradually fills with sentences from
the chat log up to the predefined window size.

• Generation: The language model generates
the translation for the most recent sentence,
considering both the original sentences in the
window and their existing translations.

• Window Shift: After generating a translation,
the window shifts by one position. It incor-
porates the next sentence from the chat log
and removes the earliest one and its corre-
sponding translation if the window is full. If
the translation direction of the next sentence
changes , the windows storing the original
text and the translated text are swapped. This
approach allows for seamless handling of bidi-
rectional translations within the same conver-
sation, maintaining context in both languages.

• Iteration: Steps 2 and 3 are repeated until all
sentences in the chat log have been processed.

The workflow of the context-aware sliding win-
dow is illustrated in pseudocode in Algorithm 1.

Advantages This approach offers several bene-
fits:

• Improved Coherence: By considering the sur-
rounding context, the model can maintain bet-
ter consistency in tone, style, and terminology
across the translation.

• Enhanced Accuracy: Contextual information
helps resolve ambiguities and choose more
appropriate translations for words or phrases
with multiple meanings.

4 Experiments

In this section, we describe the experiments con-
ducted to select the fine-tuning strategy and deter-
mine the optimal window size for our system. The
hyperparameters used in this experiment are listed
in Table 2. All experiments were executed on a
single Nvidia A100 GPU equipped with 40GB of
memory.

Three evaluation metrics are used in this experi-
ment, aligned with the automatic evaluation metrics
of the shared task, they are:

• BLEU (Bilingual Evaluation Understudy) (Pa-
pineni et al., 2002): Measures translation qual-

Algorithm 1 Context-Aware Sliding Window
Translation Algorithm with Bidirectional Support

1: Initialise:
2: source-window← [ ]
3: target-window← [ ]
4: window-size← predefined window size
5: translation-result← [ ]
6: current-direction← initial translation direc-

tion
7: for each sentence in input text do
8: if sentence-direction ̸= current-direction

then
9: source-window, target-window ←

target-window, source-window
10: current-direction← sentence-direction
11: end if
12: if len(source-window) < window-size then
13: source-window.append(sentence)
14: translation ← Generate(source-

window, target-window)
15: target-window.append(translation)
16: translation-result.append(translation)
17: else
18: source-window.pop(0)
19: target-window.pop(0)
20: source-window.append(sentence)
21: translation ← Generate(source-

window, target-window)
22: target-window.append(translation)
23: translation-result.append(translation)
24: end if
25: end for
26: Output translation-result

ity based on n-gram overlap between the can-
didate and reference translations. BLEU pri-
marily assesses fluency and adequacy at the
phrase level. It is widely used but may not
always capture deeper semantic nuances.

• chrF (Character n-gram F-score) (Popović,
2015): Evaluates translation quality at the
character level. It is particularly effective for
capturing morphological accuracy and subtle
differences in word forms. chrF is sensitive
to grammatical correctness and precise word
choice.

• COMET (Cross-lingual Optimised Metric for
Evaluation of Translation) (Rei et al., 2020):
A more recent metric that focuses on seman-
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Hyperparameter Value
LoRA rank (r) 8
LoRA alpha 16
LoRA dropout 0.05
Learning rate 2.5e-5
Weight decay 0.001
Batch size 8
Training epochs 10
Warmup ratio 0.3
Max gradient norm 0.3
LR scheduler Linear

Table 2: Fine-tuning Hyperparameters

tic similarity between the source, translation,
and reference. COMET uses contextual em-
bedding to evaluate meaning preservation and
overall translation quality, aiming to correlate
better with human judgements.

4.1 Multilingual and bilingual Fine-tuning
Given the computational resources and time con-
straints, we choose the LLaMA3-8B instruct model
(LLaMA) (Dubey et al., 2024) as our base model.
We fine-tune LLaMA using Low-Rank Adaptation
(LoRA) (Hu et al., 2022) with training and valida-
tion data provided by the shared task. We employed
two distinct fine-tuning strategies, i.e., (i) multilin-
gual fine-tuning and (ii) bilingual fine-tuning.

For the multilingual fine-tuning, we feed five
language pairs simultaneously: English <-> Ger-
man, English <-> French, English <-> Brazilian
Portuguese, English <-> Korean, and English <-
> Dutch. This strategy allows the model to learn
from multiple languages concurrently and poten-
tially leverage cross-lingual information.

In contrast, our bilingual strategy involved fine-
tuning separate models for each language pair, us-
ing solely the training and validation data specific
to that pair. This approach enables more focused
adaptation to each language pair.

The motivation for employing these two strate-
gies was to explore the cross-linguistic learning
and transfer capabilities of large language mod-
els (Lample and Conneau, 2019). By comparing
these approaches, we aim to investigate whether
the model can extract universally applicable trans-
lation patterns and linguistic features from multiple
language pairs, thereby potentially improving its
performance on new language pairs.

The experiment results are shown in Table 3.

The multilingual fine-tuned models outperform
bilingual fine-tuned models. This may be because
multilingual dataset provide more samples than
each bilingual datasets, offering a broader and
more diverse set of data, which helps prevent the
model from overfitting. Also, the model can learn
translation patterns through transfer learning from
other languages. Hence, in our final submission,
the model was fine-tuned using the multilingual
dataset.

4.2 Impact of Window Size

We also investigated the effect of different win-
dow sizes on the translation quality. In this work,
the window size determines the amount of con-
text available to the model during the translation
process.

To that end, we conducted experiments with win-
dow sizes ranging from 1 to 3 sentences. For each
window size, we translated five language pairs from
the validation set provided by shared task and eval-
uated the results using automated metrics. Table 4
presents the detailed results for chrF, BLEU, and
COMET scores across different window sizes and
language pairs.

The window size used in our submission is 3.
Our findings indicate that the translation quality
generally improves as the window size increases,
but the extent and nature of improvement varies
across translation directions and metrics. We ob-
serve that the COMET metric tends to favour
larger window sizes more consistently than chrF or
BLEU.

COMET scores show improvement or maintain
high performance with larger windows in 5 out of 6
translation directions (de-en, en-de, pt-br-en, nl-en,
en-nl).

For en-pt-br, small windows have the best per-
formance across all metrics. This unique behavior
might be attributed to several factors. Firstly, the
structural similarities between English and Brazil-
ian Portuguese allow for effective translation with
minimal context.(Angeli and Mota, 2023) The rel-
atively simple morphology of English compared
to Portuguese’s more complex system might also
contribute to this phenomenon. Additionally, the di-
rect lexical correspondence between many English
and Portuguese words could lead to high accuracy
in word-to-word translations, which is particularly
well-captured by chrF and BLEU metrics.

In contrast, chrF and BLEU metrics often peak
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multilingual bilingual
Language Pair chrF Bleu COMET chrF Bleu COMET
de->en 67.45 44.46 88.13 65.63 41.11 86.55
en->de 60.95 35.74 86.41 60.03 34.82 85.59
pt-br->en 65.50 43.74 87.10 63.17 36.52 84.68
en->pt-br 66.94 42.02 89.43 65.21 39.43 87.67
nl->en 68.05 45.94 88.66 65.77 42.58 86.38
en->nl 62.26 35.94 89.29 59.65 32.41 87.09

Table 3: Translation Quality Metrics for Multilingual and bilingual Models. The highest scores for each metric are
marked in bold.

Window Size = 1 Window Size = 2 Window Size = 3
Language Pair chrF BLEU COMET chrF BLEU COMET chrF BLEU COMET
de-en 64.37 39.75 84.78 68.16 45.53 88.35 67.45 44.46 88.12
en-de 60.86 35.47 86.31 61.15 35.92 86.11 60.95 35.74 86.40
pt-br-en 62.96 39.24 83.44 65.62 44.24 87.35 65.50 43.74 87.10
en-pt-br 67.82 45.49 89.94 67.34 43.04 89.48 66.94 42.02 89.43
nl-en 64.02 40.94 83.23 68.15 48.01 88.26 68.05 45.94 88.66
en-nl 60.16 33.06 87.67 60.32 33.34 88.15 62.26 35.94 89.29

Table 4: Translation Quality Metrics for Different Window Sizes. The highest scores for each metric are marked in
bold.

at window size 2 or even size 1 for some transla-
tion directions. For example, en-pt-br achieves its
highest chrF and BLEU scores with window size
1. The en-nl pair is a notable exception, showing
consistent improvement across all metrics as the
window size increases.

This pattern suggests that the COMET metric
may be more sensitive to the broader context pro-
vided by larger window sizes, while chrF and
BLEU might prioritise local fluency or accuracy
that can sometimes be captured effectively with
smaller windows.

5 Conclusion

In this paper, we compared the performance of
fine-tuning using multilingual data and bilingual
data. Additionally, we conducted an ablation study
by evaluating the translation quality with different
window sizes. Our research indicates that fine-
tuning models on multilingual data results in supe-
rior translation capabilities compared to fine-tuning
on a single language. This approach could improve
translation quality for low-resource languages. Fur-
thermore, we also found that increasing the contex-
tual information provided to the model can enhance
its semantic performance in translation. Our future
work will focus on:

• Named Entity Handling We plan to integrate

a named entity recognition system and lever-
age external knowledge resources, such as
Wikipedia, to ensure accurate translations of
named entities.

• Model Fine-tuning Comparison We also
aim to conduct a comparative analysis be-
tween fine-tuning the foundation model and
the instruction-tuned model, exploring the
trade-offs between general and task-specific
performance.
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