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Abstract

For this shared task, we have used several ma-
chine translation engines to produce transla-
tions (en ⇔ fr) by fine-tuning a dialog-oriented
NMT engine and having NMT baseline trans-
lations post-edited through prompt engineer-
ing. Our objectives are to assess the effec-
tiveness of a fine-tuning strategy with a robust
NMT model, to advance towards a comprehen-
sive pipeline that covers the entire translation
process (from fine-tuning and machine trans-
lation to automatic post-editing (APE)), and to
evaluate the strengths and weaknesses of NMT
systems.

1 Introduction

We had three research objectives in carrying out
our experiments. The first objective was to assess
the feasibility of fine-tuning an in-domain neural
machine translation (NMT) baseline model using
minimal unlabelled data. The second objective
involved utilising large language models (LLMs)
and prompt engineering techniques to post-edit
translations within the same domain. The third
objective was to examine the linguistic features
of various models’ erroneous translations, partic-
ularly in bilingual customer service conversations.
For example, in their description of the data of the
first edition of the Chat Task, (Farajian et al., 2020)
noted the excessive use of pronouns in the dataset.

The remaining sections of the paper are organ-
ised as follows: section 2 mentions previous re-
search, section 3 outlines our methods and de-
scribes our NMT systems, section 4 delves into
our results1, section 5 provides a discussion of
these results, and section 6 outlines future work.

1https://github.com/lichaozhu/team_
MULTITAN-GML_WMT24_Chat_Shared_Task

2 Previous Research

2.1 Fine-tuning Strategies for NMT and
Domain Adaptation

Fine-tuning a pre-trained LLM baseline model
with low-resource NMT has been the subject of
previous MT empirical studies (Galiano-Jiménez
et al., 2023) and the back-translation approach
is often used to improve the accuracy of models
(Hoang et al., 2018). Open source toolkits are
available for building pipelines, such as fairseq2.
However, some models require a higher level of ex-
pertise in pipeline construction and rely on cutting-
edge hardware for optimal performance3. In terms
of domain adaptation, filtering back-translations
is considered one of the most frugal and efficient
techniques (Kumari et al., 2021). In addition,
more and more domain adaptations rely on prompt
engineering.

Based on what was reported in the findings of
the Chat Task 2022 (Farinha et al., 2022), MT sys-
tems handle source-related issues more or less sim-
ilarly. Analysing the distribution of error types
presented in the task indicates that "mistransla-
tion" is the most frequent error across all sys-
tems. Furthermore, prompt-based machine transla-
tion has shown a significant impact in medical do-
mains. For example, Ramachandran et al. (2023)
demonstrated that using GPT-4 for extracting So-
cial Determinants of Health (SDOH) from elec-
tronic health records achieved a 0.652 F1 score,
which is comparable to the 7th best system among
traditional supervised approaches.

2https://github.com/facebookresearch/fairseq
3For example, NLLB-200-3.3.B requires Hydra (Yadan,

2019) and very high GPU resources. We were unable to load
and train the model using a dual A100 40GB setup due to
persistent memory overflow problems.
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2.2 Automatic Post-editing of MT and
Prompt Engineering

Automatic post-editing (APE) systems are de-
signed to enhance the quality of machine transla-
tion (MT) by leveraging data (Raunak et al., 2023;
Gao et al., 2023). These systems work by tak-
ing both the source text and the initial MT out-
put as inputs, then applying learned post-editing
patterns to refine the translation, and the final out-
put is an improved translation (Chollampatt et al.,
2020; Sharma et al., 2021; Bhattacharyya et al.,
2023). To further improve performance, APE sys-
tems often employ domain adaptation and fine-
tuning on in-domain data (Moslem et al., 2023).
Based on previous studies, prompting for machine
translation still suffers from issues such as copy-
ing, mistranslation of entities, and hallucinations
(Zhang et al., 2023). Furthermore, previous com-
prehensive evaluations of GPT models for ma-
chine translation across various language pairs in-
dicate that GPT models perform competitively for
high-resource languages, but face limitations with
low-resource languages (Hendy et al., 2023; Jiao
et al., 2023; Peng et al., 2023).

3 Methods and Tools

3.1 Fine-tuning via NMT Engine

For our primary submission, we have used a neural
machine translation (NMT) engine, its in-domain
baseline model, and in-domain training data to
fine-tune the model. To create our fine-tuning
dataset, we used the Chat Task 2022’s valid and
test sets (en ⇔ fr) as well as the Chat Task
2024’s train and valid sets and compiled 13,622
aligned segments (122,905 words in English and
127,335 words in French). We used this dataset to
fine-tune the Dialog in-domain model on the train-
ing server Model Studio Lite of Systran®4 since
we did not manage to fine-tune Facebook’s NLLB-
200-3.3B model, which was our first choice.

3.2 Translation and Post-editing with LLMs

For our two contrastive submissions, we have used
NLLB-200-3.3B (NLLB Team et al.) baseline
model and deep-translator5 which was used by
ChatGPT (GPT-4-turbo) to generate translations.
All translations are then post-edited using prompt
engineering via ChatGPT-4o.

4https://modelstudio-lite.systran.net/
5https://github.com/nidhaloff/deep-translator

4 Results

4.1 Qualitative Assessment

We have then compared three models in Systran
Model Studio Lite to verify whether the in-domain
Dialog model is adapted or not to the custom ser-
vice conversation domain, by using the test set
and reference translations published by the organ-
isers of the Chat Task 2024. Table 1 compares
the performance of three different models for lan-
guage translation tasks: a fine-tuned model, an
in-domain baseline model, and a generic baseline
model. The performance is measured for two
translation directions: English to French (en → fr)
and French to English (fr → en).

Fine-tuned
model

In-domain
baseline
model

Generic
baseline
model

en → fr 57.19 48.05 50.47
fr → en 55.02 48.28 48.19

Table 1: Comparison of generic baseline, in-domain
baseline and fine-tuned models of Systran®

The fine-tuned model shows a significant im-
provement over both baseline models in both trans-
lation directions. This highlights the effectiveness
of fine-tuning in enhancing model performance
for specific tasks. The in-domain baseline model
performs slightly worse than the generic baseline
model for en → fr but slightly better for fr → en.
This suggests that the in-domain data may not al-
ways provide a consistent advantage over generic
data without further fine-tuning. The results indi-
cate the importance of model fine-tuning in achiev-
ing superior translation quality and accuracy, espe-
cially in specialised domains. They seem to sup-
port our approach and the effectiveness of our fine-
tuning dataset.

To compare translations, we used quantita-
tive methods such as vocabulary growth, char-
acteristic elements computation, and correspon-
dence analysis (Lebart et al., 1997; Fleury and
Zimina, 2014; Zimina-Poirot et al., 2020) im-
plemented in iTrameur6 and Voyant Tools7. In
Figure 1, generated with iTrameur, the vocabu-
lary growth curves of three predictions, fine-tuned
Systran (systran_ft), NLLB-200-3.3B (nllb), and
Deep translator (deep-translator) can be compared

6https://itrameur.clillac-arp.
univ-paris-diderot.fr

7https://voyant-tools.org
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Figure 1: Vocabulary growth curve of reference transla-
tion and predictions of fine-tuned Systran, NLLB-200-
3.3B and Deep translator.

Figure 2: Characteristic elements computation for
comparison of specific lexical features of refer-
ence translation and predictions of fine-tuned Systran
(systran_ft), NLLB-200-3.3B (nllb) and Deep trans-
lator (deep_translator).

with the (reference) translation. While the refer-
ence translation is the longest (Nb occurrences:
22,834), it is followed by fine-tuned Systran (Nb
occurrences: 22,291), which is the closest to the
reference in terms of vocabulary growth.

In Figure 2 generated with iTrameur, we used
characteristic elements computation to compare
three predictions with the reference translation.
The results show that many translation errors (in-
cluding the occurrences of E, S, t, Thank, etc.)
are over-represented in NLLB-200-3.3B predic-
tion, while the reference translation and fine-tuned
Systran prediction share common lexical features,
such as identical translations Are you still there?
⇒ Êtes-vous toujours là ? attested by the over-
representation of Êtes.

In Figure 3, we used correspondence analysis
in Voyant Tools to compare our three predictions
with the reference translation. The results sug-
gest that the reference translation was carried out
with human intervention, as it is clearly opposed

Figure 3: Correspondence analysis of the reference
translation and tree predictions: fine-tuned Systran (sys-
tran_ft), NLLB-200-3.3B (nllb), and Deep translator
deep-translator.

to three predictions (Zimina-Poirot et al. (2020)
provides a discussion on this phenomenon). Al-
though fined-tuned Systran is closer to reference,
it is also very close to Deep translator, with NLLB-
200-3.3B having a distinct profile.

Table 2 presents examples of segments that
were incorrectly translated in our primary submis-
sion. It includes a comparison between the origi-
nal source text, the reference translation, and our
system’s primary output, along with correspond-
ing sentence-level BLEU and TER scores.

4.2 Comparisons of Primary and Contrastive
Translations

In Table 3, we compared sentenceBLEU and TER
scores of our Primary predicted by fine-tuned
Systran model and two Contrastives predicted re-
spectively by NLLB-200-3.3 baseline and Deep
Translator. Except NLLB-200-3.3’s predictions
which have noticeably lower score, Deep Transla-
tor and fine-tuned Systran model have higher sim-
ilar scores, which confirms our analysis of Figure
3. Deep Translator gets a slightly higher mean sen-
tenceBLEU score, but its TER score is also higher.
We noticed however that Deep Translator provided
more literal or inaccurate translations of pragmatic
expressions. It has translated Bonjour (greetings
in French used in the daytime) by Good morning,
and wrongly translated You’re welcome by Vous
êtes les bienvenus, which means "You are most
welcome" in French.

Following the release of human evaluations, we
have focused on mistranslations which scored 0
points, e.g. I hope you have an excellent day
(source) is translated to Merci pour l’information
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Source Reference Primary sentenceBLEU TER

1 Is there anything else I
can assist you with to-
day?

Avez-vous besoin d’aide
pour autre chose au-
jourd’hui ?

Y a-t-il autre chose que
je puisse faire pour vous
aider aujourd’hui ?

0.25 1.125

2 I am so sorry to hear that. Je regrette sincèrement
d’apprendre cela.

Je suis vraiment désolé
de l’apprendre.

0.00 1.0

3 You are welcome! Avec plaisir ! Je vous en prie. 0.00 1.33

4 You are welcome! Ce fut un plaisir de vous
parler.

C’était agréable de parler
avec vous.

0.00 1.0

5 ok merci Ok, thanks Ok, thank you 0.00 1.0

Table 2: Mistranslated segments in our primary submission

("Thank you for the information"). The presence
of these translation segments probably reflects
misalignments in the fine-tuning data, as Systran
Model Studio Lite does not necessarily filter out
mismatching segments during the training process.
These segments of the translation memory can be
deemed correct as part of the normalisation pro-
cess.

5 Discussion

5.1 Automatic Post-editing vs. Prompt
Engineering

Pipelines for translation and post-editing using
LLM engines were proposed with LLM engines
(Vidal et al., 2022). The primary submission
and the two contrasting submissions were subse-
quently post-edited by ChatGPT-4o using instruc-
tions such as:

"Post-edit the translations in
file XX according to the source
texts in file YY where English
sentences are translated into
French, and French sentences
translated into English. Send me
back in one single file",

where two raw text files are given: XX is line-
separated source file and YY translation file.
We noticed that when we asked ChatGPT-4o to
post-edit by performing domain adaptation consid-
ering our dataset as a reference or knowledge base,
it did not work.

The default instructions are ineffective when
used with Anthropic Claude. To detect the lan-
guage accurately, it is necessary to use language
columns. In this context, using tags enhances
the precision of the translation (without them, the

translation will default to a single language). Ad-
hering to the token limit is crucial, as failure to do
so may lead to overlooking the total number of to-
kens in the input. Although the tag has been mod-
ified to "tear", it still functions as the translated
message.

Another hallucination occurred when the in-
structions themselves were translated. Figure 4 il-
lustrates the interface and the applied prompt. The
French text contained several misspellings, homo-
phonic confusions, such as est versus ait, partici-
ple versus infinitive confusions, and various con-
jugation errors. We also attempted to prompt
LLMs to translate from the initial CSV file, but
this strategy has limitations. The LLMs may sug-
gest Python code to extract sentences in both lan-
guages, translate only one language, or perform
the task for a limited number of sentences.

Using Anthropic Claude for translation also
highlights the variability in LLM translations. For
example, for the sentence Pardonnez-moi je n’ai
pas du bien formuler ma question. Three trans-
lations were obtained: 1) "I’m sorry I must not
have formulated my question well." 2) "I apolo-
gize I must not have phrased my question well." 3)
"I apologize, I may not have phrased my question
well."

6 Further Research

6.1 Retrieval-Augmented Generation (RAG)

The database serves as a vital resource for ad-
dressing the challenges posed by rare or com-
plex structures that may not be well-represented
in translation models (Gao et al., 2024). Retrieval-
augmented generation (RAG) is a technique for
enhancing the accuracy and reliability of genera-
tive AI models with facts fetched from external
sources. Future improvements could involve aug-
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Primary (Systran® fine-tuned) Contrastive 1 (NLLB-200-3.3) Contrastive 2 (Deep translator)

sentenceBLEU TER sentenceBLEU TER sentenceBLEU TER
0.70 0.25 0.57 0.50 0.71 0.28

Table 3: Primary and Contrastives metrics comparison (arithmetic mean)

Figure 4: Anthropic Claude’s interface with a prompt based on the URL of the WMT shared task test set

menting the training set with more examples, ei-
ther through synthetic data or diverse real-world
instances, to enhance the model’s performance to
translate challenging constructions, such as dislo-
cations.

6.2 Explainability: Probing MT Systems for
Trustworthy Outputs

Controlling LLM outputs and their repeatability
is crucial for trustworthy AI. We tried to probe
LLMs with (a) the detection of explicit represen-
tations and (b) their potential use in the LLM out-
puts. Similarly, in NMT, information might be
available but not used by the system, as seen in
the case of gender information discrepancies (Wis-
niewski et al. (2022a,b).

7 Conclusion

In this paper, we outline our methods for partic-
ipating in the Chat Task 2024, focusing on en-
hancing translation quality in dialog-oriented ma-
chine translation systems through fine-tuning and
prompt engineering. Our translation data files
are available on GitHub8. Key findings indi-

8https://github.com/lichaozhu/team_
MULTITAN-GML_WMT24_Chat_Shared_Task

cate that fine-tuning an in-domain NMT model is
feasible with minimal unlabelled data, resulting
in significant improvements in translation quality.
The research also emphasises the importance of
analysing linguistic features in translations to iden-
tify strengths and weaknesses of different machine
translation models. The study also highlights the
necessity of ensuring explainability in LLM out-
puts to foster trust in AI systems.
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