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Abstract

This paper describes the submission of a high-
quality translation of the OLDI Seed dataset
into Italian for the WMT 2024 Open Language
Data Initiative shared task.

The base of this submission is a previous ver-
sion of an Italian OLDI Seed dataset released
by Haberland et al. (2024) via machine trans-
lation and partial post-editing. This data was
subsequently reviewed in its entirety by two
native speakers of Italian, who carried out ex-
tensive post-editing with particular attention to
the idiomatic translation of named entities.

1 Language overview

This paper presents an Italian version of the OLDI
Seed dataset (Maillard et al., 2023; NLLB Team
et al., 2024).

Italian is a Romance language, recognised as an
official language of the Italian Republic, the Re-
public of San Marino and the Canton of Ticino in
Switzerland (Maiden, 2014). Modern Italian fun-
damentally represents cultured Florentine, as first
attested by 14th century authors (Dante, Petrarch
and Boccaccio) and later scholars (Coletti, 2022).
Although it is a variety of Tuscan, standard Italian
is purged of the more typical features of Tuscan,
at a phonetic level represented above all by the so-
called gorgia (i.e. the fricative pronunciation of
certain occlusive consonants in intervocalic posi-
tion) (Marotta, 2008).

The presence of a curated Italian version in the
Seed dataset is of great importance for the regional
languages of the Italian peninsula, six of which are
already represented in the same dataset.1 The cre-
ation of an Italian version enables the training of
machine translation models for these languages to
and from Italian, a direction which is more cultur-
ally relevant than English-centric MT, as the vast

1These are Friulian, Ligurian (Genoese), Lombard, Sicil-
ian, Sardinian, Venetian (Maillard et al., 2023; NLLB Team
et al., 2024).

majority of speakers of such languages (or prospect
learners) are also native Italian speakers (Haberland
et al., 2024; Ramponi, 2024).

2 Data creation

The original source of the data was an initial Ital-
ian version of the Seed dataset released by Haber-
land et al. (2024). The authors created it by ma-
chine translating the original English version with
an OpusMT bilingual English-Italian model (Tiede-
mann and Thottingal, 2020), combined with partial
post-editing. Through personal correspondence
with the authors we learned that their post-editing,
which only affected a small percentage of the over-
all data, involved two steps:

1. A check of the length ratios of Italian and En-
glish sentences, followed by manual checking
and post-editing of sentence pairs with outlier
length ratios.

2. A spellchecker run using Hunspell (Ooms
et al., 2017), followed by manual check-
ing and post-editing of sentence pairs where
spelling mistakes were found.

The submission described in this paper consti-
tutes a further refinement of the dataset of Haber-
land et al. (2024), in order to bring it to a level that
could be seen as comparable to that of translations
produced by highly proficient bilingual individuals.

This project involved the participation of two an-
notators, henceforth A1 and A2, both native speak-
ers of Italian with a university level of education.
The refinement process followed these steps:

1. A manual, sequential review of the entire
dataset by A1, followed by post-editing where
necessary.

2. Following Haberland et al. (2024), a targeted
review of sentence pairs with outlier length
ratios, followed by post-editing where neces-
sary.
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3. A targeted review of sentences involving spe-
cific subsets of the corpus which were found
to have a high incidence of mistranslated
strings: date and time expressions, sentences
about mathematics and sentences about the
history of cinema.

4. A final targeted review of sentence pairs which
were found to be of low-quality using a se-
ries of Quality Estimations approaches using
LLMs, as described in Zhao et al. (2024).

Apart from the first item above, which was car-
ried out by annotator A1 alone, the workload for
all subsequent tasks was split equally between both
annotators.

3 Experimental validation

In order to experimentally validate the quality of
this Seed dataset, we replicate the baseline exper-
iments of Haberland et al. (2024), by training an
Italian-Ligurian machine translation model on a
combination of the 6,193 paired Italian-Ligurian
sentences from the Seed data and the same 1,520
paired Italian-Ligurian sentences from the Tatoeba
project2 used by the authors. The translation model
is trained using Fairseq (Ott et al., 2019), with the
exact same architecture and overall setup of Haber-
land et al. (2024).

Model FLORES

NLLB-3.3B 13.9
Haberland et al. (2024) 14.5
Ours 15.0

Table 1: Italian-Ligurian translation performance mea-
sured with BLEU on FLORES devtest.

In Table 1 we compare the BLEU scores3 ob-
tained by three models on the FLORES (NLLB
Team et al., 2024) devtest data. The first model,
provided only for context, is the massively multi-
lingual 3.3B version of NLLB (NLLB Team et al.,
2024), which was trained on much larger amounts
of data but without any direct Italian-Ligurian su-
pervision. The second is the baseline model of
Haberland et al. (2024). The final row reports the
performance of the best of three training runs of our
model, which is a re-training of Haberland et al.’s,

2https://tatoeba.org/
3SacreBLEU (Post, 2018) signature nrefs:1|case:mixe

d|eff:no|tok:13a|smooth:exp|version:2.4.0.

the only difference being the use of the improved
Seed data.

As can be observed in the results, our model
achieves a performance of 15 BLEU points on the
FLORES devtest set, 1.1 points higher compared
to NLLB-3.3B (NLLB Team et al., 2024) and half
a point higher compared to the baseline model of
Haberland et al. (2024). The relatively small degree
of improvement compared to the latter baseline can
be attributed to the fact that, in general, machine
translation for a high-resource language pair such
as English-Italian is of high quality, so that manual
post-editing (especially in a formal domain such as
Wikipedia text) leads to only minor changes.

This result, although numerically marginal, con-
firms that our post-editing of the seed data for im-
proved idiomaticity does not hurt the downstream
performance of models trained on it but does, in
fact, slightly improve it.

4 Data samples

We provide a selection of samples whose transla-
tions proved to be particularly hard for the OpusMT
bilingual English-Italian model.
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English (original) Italian

He made a series of two-reel comedies, including
One Week (1920), The Playhouse (1921), Cops
(1922), and The Electric House (1922).

Realizzò una serie di commedie a due bobine,
tra cui Una settimana (1920), Il teatro (1921),
Poliziotti (1922) e La casa elettrica (1922).

The development of a regulatory framework con-
cerning genetic engineering began in 1975, at
Asilomar, California.

Lo sviluppo di un quadro normativo
sull’ingegneria genetica è iniziato nel 1975,
ad Asilomar, in California.

But the next major advance in the theory was made
by Georg Cantor; in 1895 he published a book
about his new set theory, introducing, among other
things, transfinite numbers and formulating the
continuum hypothesis.

Ma il successivo importante passo avanti nella teo-
ria fu compiuto da Georg Cantor, che nel 1895
pubblicò un libro sulla sua nuova teoria degli in-
siemi, introducendo, tra l’altro, i numeri transfiniti
e formulando l’ipotesi del continuo.

Aside from Steamboat Bill, Jr. (1928), Keaton’s
most enduring feature-length films include Our
Hospitality (1923), The Navigator (1924), Sher-
lock Jr. (1924), Seven Chances (1925), The Cam-
eraman (1928), and The General (1926).

Oltre a Io. . . e il ciclone (1928), tra i lungome-
traggi più duraturi di Keaton vi sono La legge
dell’ospitalità (1923), Il navigatore (1924), Sher-
lock Jr. (1924), Le sette probabilità (1925), Il
cameraman (1928) e Come vinsi la guerra (1926).

These chains of extensions make the natural num-
bers canonically embedded (identified) in the other
number systems.

Queste catene di estensioni rendono i numeri nat-
urali canonicamente immersi (identificati) negli
altri sistemi numerici.

Table 2: Dataset samples.
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