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Abstract

We present the LCT-LAP proposal for the
shared task on Translation into Low-Resource
Languages of Spain at WMT24 within the con-
strained submission category. Our work har-
nesses encoder-decoder models pretrained on
higher-resource Iberian languages to facilitate
MT model training for Asturian, Aranese and
Aragonese. Furthermore, we explore the ro-
bustness of these models when fine-tuned on
datasets with varying levels of alignment noise.
We fine-tuned a Spanish-Galician model using
Asturian data filtered by BLEU score thresh-
olds of 5, 15, 30 and 60, identifying BLEU
15 as the most effective. This threshold was
then applied to the Aranese and Aragonese
datasets. Our findings indicate that filtering the
corpora reduces computational costs and im-
proves performance compared to using nearly
raw data or data filtered with language iden-
tification. However, it still falls short of the
performance achieved by the rule-based system
Apertium in Aranese and Aragonese.

1 Introduction

Spain is home to a rich linguistic landscape, yet
this diversity is accompanied by disparities in terms
of speaker numbers and language resources. Lan-
guages with co-official status, such as Basque, Cata-
lan and Galician, were previously considered to
have limited resources but are now included in nu-
merous popular LLMs. Consequently, research
in this field has shifted towards cases where data
scarcity is even more pronounced, such as Asturian,
Aragonese and Aranese. These languages are the
focus of a shared task at the Conference on Ma-
chine Translation 2024. The objectives of this
task include investigating transferability among
Romance languages and determining the most ef-
fective methods for utilizing pretrained models in
translations between Spanish and low-resource Ro-
mance languages.

The methodology employed involved the follow-
ing steps:

1. Implementing automated methods for curat-
ing data. The constrained submission frame-
work enables researchers to utilize corpora
that may be notably noisy. Our work aims to
propose solutions to this challenge.

2. Creating synthetic data for the monolingual
PILAR Galiano-Jiménez et al. (2024b) cor-
pora.

3. Harnessing models trained on other, resource-
richer (Iberian) Romance languages with the
presumption that this facilitates cross-lingual
transfer. The model fine-tuned for Asturian
was originally trained on Galician, while the
models fine-tuned for Aranese and Aragonese
were originally trained on Catalan.

The official metrics for the shared task are BLEU
and chrF. The metrics employed in this study are
BLEU and chrF++, as they are relatively straight-
forward to calculate and there is currently no robust
neural-based metric for our target languages.

2 Background

2.1 Spanish Linguistic Landscape

Although the official language in Spain is Span-
ish, it coexists with other co-official and minority
languages. The predominance of Spanish over the
other languages and dialects is associated with his-
torical reasons: since the Middle Ages, Spain had
undergone a process of Castilianisation, which be-
came very important in the 14th century, when the
dominance of the Kingdom of Castile in the centre
of the Iberian Peninsula led to the expansion of
the use of Castilian. This continued until the 20th
century, with the consequent marginalisation of the
other vernacular languages (Martínez, 1982). The
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co-official languages, Basque, Catalan and Gali-
cian, were considered to have limited resources
in the past. This picture has changed, as efforts
from both research and industry have contributed
significantly to integrating them into the field of
Language Technology. However, there are also
non-official Ibero-Romance languages that are con-
sidered as having limited resources:

• Asturian: spoken in Asturias, the northeastern
part of Leon, Zamora and the north of Portugal
(ARIAS, 2002).

• Aragonese: spoken in the north of the
province of Huesca and in the extreme north-
west of Zaragoza (Marco Villanueva, 2012).

• Aranese: a variant of Occitan, spoken in the
province of Aran (Rey and Canalís, 2006).

In this context, initiatives such as PILAR (Pan-
Iberian Language Archival Resource) work to en-
rich and expand the resource availability of these
languages (see Section 3).

2.2 Other related works

The interest in low-resource languages has recently
increased, leading to a considerable amount of re-
search on the subject (Ranathunga et al., 2023).
Several studies on machine translation for low-
resource languages can be found, such as the article
by Karakanta et al. (2018), which works with non-
parallel corpora, or Kumar et al. (2021), which
focuses on recasting systems from high-resource
languages to low-resource languages.

As far as Iberian languages are concerned, there
are other investigations, such as the one published
by Oliver et al. (2023), which explores techniques
for training NMT systems applied to high- and
low-resource Iberian languages or the work by Ko
et al. (2021), which adapts high-resource NMT
models to translate low-resource languages related
to Spanish.

With respect to WMT, since its first edition in
2016, there have been three shared tasks related to
the field: In 2020, a task was proposed on unsuper-
vised and very low-resource languages, focusing on
Upper Sorbian (Fraser, 2020). The following year,
a workshop on multilingual low-resource transla-
tion for Indo-European languages was presented,
focusing on North Germanic languages such as
Icelandic and Romance languages such as Occi-
tan (Libovickỳ and Fraser, 2021). Finally, in 2022,

a task related to unsupervised MT and very low-
resource supervised MT was suggested, with Upper
and Lower Sorbian languages (Weller-Di Marco
and Fraser, 2022).

3 Data

This research falls into the constrained submission
category, as all data used was obtained from the
mentioned sources in the shared task: the Open Par-
allel Corpora, also known as OPUS (Tiedemann,
2009), and the Pan-Iberian Language Archival
Resource, shortened as PILAR (Galiano-Jiménez
et al., 2024b).

The Spanish development set is part of the FLO-
RES+ Evaluation Benchmark (NLLB Team et al.,
2022). The Asturian, Aragonese, and Aranese
counterparts of FLORES+ are published alongside
PILAR.

Finally, both the BLEU reference translations
for the OPUS data and the synthetic Spanish coun-
terparts for the PILAR data were generated with
Apertium (Forcada and Tyers, 2016).

3.1 OPUS corpora

OPUS is a public multilingual collection of par-
allel corpora that gathers open-source documents
available on the Internet (Tiedemann and Thottin-
gal, 2020) and supports 744 languages. The con-
straint submission is limited to all data in OPUS,
thereby enabling researchers to create synthetic
translations from other languages into Asturian
(ast), Aragonese (arg), Aranese (arn), or Spanish
(es). However, the data utilized in this work exclu-
sively employs the corpora for the combinations es
<> ast/arg/arn.

Given that the collected corpora were not con-
sistently well-aligned, we implemented a filtering
pipeline, as detailed in Section 3.2, to produce a
smaller but cleaner dataset. The effectiveness of
this approach is reflected in the "BLEU 15" column
of Table 1.

3.2 OPUS Data filtering

Around 8 million aligned sentences were collected
from OPUS for the three target languages, although
this number was significantly reduced when apply-
ing a filtering pipeline. Three main steps were
followed to filter out invalid sentences:

• Basic filtering: removing unnecessary white
spaces, empty lines, and characters not sup-

919



ported by the file encoding for all target lan-
guages.

• Idiomata Cognitor: filtering out all sentence
pairs whose target language was not labeled
as Asturian, Aragonese or Aranese and whose
source language was not labeled as Spanish
by Idiomata Cognitor (Galiano-Jiménez et al.,
2024a), a high-precision classifier trained us-
ing Bayesian methods and capable of identi-
fying 10 Romance languages.

• BLEU threshold filtering1: we first trans-
lated the Spanish counterparts of the As-
turian/Aragonese/Aranese datasets into the
respective target languages using Apertium.
Next, we calculated BLEU scores for the orig-
inal Asturian/Aragonese/Aranese sentences as
references and their translations as hypotheses.
Then, we filtered the datasets to various BLEU
thresholds, assuming that alignments are more
likely to be correct if the sentence pairs have
high BLEU scores2. For Asturian, this was
done using four different BLEU thresholds:
60, 30, 15 and 5 BLEU. For Aragonese and
Aranese, we only used one threshold.

3.3 PILAR Corpora

PILAR is a recently created corpus of texts from
different languages spoken in the Iberian Peninsula,
including Asturian, Aragonese, Aranese, Balearic
and Valencian.

For our purposes, the monolingual data from As-
turian, Aragonese and Aranese, and the Aranese
counterpart from the Catalan-Aranese parallel cor-
pora was backtranslated into Spanish (see Table
2) using Apertium: backtranslation can be under-
stood as providing monolingual training data with
a synthetic sentence source obtained by automati-
cally translating the target sentence into the source
language (Sennrich et al., 2015).

1We used Bleualign as a reference (Sennrich and Volk,
2010). However, we did not calculate the BLEU score between
the hypothesis and reference sentences for both languages, nor
did we compute the subsequent harmonic mean, given the fact
that Apertium web tool does not support translations from
Asturian into Spanish. Instead, we limited our calculations to
the BLEU score of the original Asturian/Aragonese/Aranese
sentences as references and the translation of its Spanish coun-
terpart obtained with Apertium as hypotheses.

2BLEU evaluates translations by comparing n-grams be-
tween the model output and a reference, favouring those that
are closest in terms of word and order. This may favour sen-
tences in both the source and target languages that are easier
to translate for Apertium.

Asturian Aragonese Aranese
BLEU 15 Raw BLEU 15 Raw BLEU 15 Raw

GNOME 18,435 68,668 2,004 5,529 0 77
KDE4 4,515 26,023 - - 667 49,593
NLLB 585,683 6,470,015 - - 65,797 925,448
QED 125 421 18 222 45 282
Tatoeba 58 159 3 13 5 189
TED2020 40 116 - - - -
WikiMatrix - - 13,639 33,724 7,398 35,805
wikimedia 27,776 45,506 2,908 4,457 629 1,980
XLEnt 0 274,257 3 16,822 0 99,472

636,632 6,884,903 18,575 60,767 74,502 1,112,879

Table 1: Number of raw sentence pairs obtained from
the OPUS repository and the final number of sentences
after filtering them with a BLEU score threshold of 15.

Asturian Aragonese Aranese
crawled 14,776 60,028 7,358
literary 24,093 24,675 229,886
paragraphs - - 86,568
sentences - - 64,141
Total 38,869 84,703 387,953

Table 2: Number of monolingual sentences from PILAR
that were backtranslated with Apertium.

4 Methodology

The methodology of this work involved fine-tuning
two pretrained models (see section 4.1) on back-
translated PILAR and filtered OPUS data (see sec-
tion 3 and section 3.2). The total number of sen-
tences for each language is presented in Table 3.

The experimental setup utilized a Tesla V100-
PCIE-32GB GPU running with NVIDIA driver ver-
sion 535.104.12 and CUDA version 12.2, alongside
the HuggingFace Transformers library for model
loading and fine-tuning.

All models underwent training for at least 1
epoch (Table 3 shows when each model converged).
The best model selection was based on the BLEU
score derived from the development set. Addition-
ally, zero-shot translation without fine-tuning was
conducted as a baseline for comparing results.

4.1 Models

Two models from Helsinki-NLP (Tiedemann and
Thottingal, 2020) were used for our experiment:

• opus-mt-es-gl: a transformer-align model
from Spanish into Galician that achieved a
BLEU 67.6 and a chr-F score of 80 in the
Tatoeba test. Given the close linguistic re-
lationship between Asturian and Galician-
Portuguese, we aimed to explore transfer
learning when fine-tuning on Asturian data.
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Model Data Sentences Epochs Steps BLEU chrF++
A

ST

apertium - - - - 17.1 50.69
es-gl-noft-ast - - - - 5.75 38.66
es-gl-ft-basic basic clean 6,884,903 0.87 55k 17.07 49.89
es-gl-ft-idiomata idiomata cognitor 4,521,302 1.76 36k 17.32 50.24
es-gl-ft-bleu bleu_60 440,794 2.61 14k 17.61 50.39
es-gl-ft-bleu bleu_30 582,883 3.95 22k 17.79 50.48
es-gl-ft-bleu bleu_5 743,846 3.44 25k 17.84 50.57
es-gl-ft-bleu bleu_15 636,632 2.61 18k 17.85 50.46
es-gl-ft-backtr bleu_15 + PILAR 675,501 3.22 22k 17.90 50.58

A
R

G

apertium - - - - 66.05 82.23
es-ca-noft-arg - - - - 8.38 46.23
es-ca-ft-arg idiomata cognitor 27,335 4.67 1k 32.87 64.79
es-ca-ft-arg basic clean 60,767 2.91 1k 33.17 65
es-ca-ft-arg bleu_15 18,575 47.95 7k 41.39 70.38
es-ca-ft-arg bleu_15 + PILAR 103,278 7.43 8k 41.53 70.84

A
R

N

apertium - - - - 38.02 60.01
es-ca-noft-arn - - - - 5.75 38.66
es-ca-ft-arn idiomata cognitor 383,575 4.67 14k 9.61 40.67
es-ca-ft-arn basic clean 1,112,879 2.65 14k 9.70 40.74
es-ca-ft-arn bleu_15 74,502 6.86 9k 10.19 41.88
es-ca-ft-arn bleu_15 + PILAR 462,455 0.83 8k 29.04 54.85

Table 3: BLEU and chrF++ scores on the FLORES+ devset comparing baselines (apertium and models with noft
in their names) and fine-tuned models (-ft-) across varying levels of alignment noise. Baselines always occupy the
first two rows for each language. Subsequent models are listed in ascending order of BLEU scores. Best performing
architectures are highlighted in bold.

• opus-mt-es-ca: a transformer-align from
Spanish into Catalan with a BLEU score of
68.9 and a chr-F score of 0.832 in the Tatoeba
test. We aimed to explore transfer learning
when fine-tuning Catalan for Aranese and
Aragonese.

5 Results

As Table 3 shows, the results of our experiments
were compared with two baselines: Apertium, a
rule-base system that supports translations in the
same languages as those investigated in this work,
and the respectively selected model for our exper-
iments with zero-shot translations (i.e. without
fine-tuning).

Overall, the results for Aragonese and Aranese
show the same trend: the highest performance
was achieved by fine-tuning on data filtered with
a BLEU threshold of 15, combined with the back-
translated PILAR corpora. While the backtrans-

lated data yielded improvements of 18.85 BLEU
for Aranese, this improvement was only 0.14
BLEU for Aragonese. Interestingly, fine-tuning
on data that had only undergone basic cleaning
outperformed our approach of filtering out sen-
tences in other languages. The zero-shot trans-
lation approach yielded the lowest results by a sig-
nificant margin. Despite these efforts, our results
still fall short of the baseline Apertium by approxi-
mately 9 points in Aranese and nearly 25 points in
Aragonese.

Our best result for Asturian is the only one com-
parable to the baseline Apertium. Our fine-tuned
model, which uses a BLEU score threshold of 15
and the PILAR corpora, outperforms the baseline
by 0.8 BLEU points. However, it falls short of the
baseline by 0.11 chrF++ points.

See the following sections for a more detailed
description of each language’s results.
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5.1 Asturian

Our results show that setting a threshold of 15
BLEU for OPUS-aligned corpora yields the best
performance in Asturian. It slightly outperforms
thresholds of 5 and 30 BLEU and achieves an im-
provement of almost 0.25 over the cleanest filtered
set of corpora with a threshold of 60 BLEU.

Note that an Asturian tokenizer was trained and
implemented; however, its performance did not ex-
ceed a BLEU score of 17.6 and it was consequently
omitted from Table 3. Consequently, no tokenizer
was trained for Aranese and Aragonese.

Integrating backtranslated Asturian PILAR re-
sults in almost a 1-point BLEU score improvement
compared to the slightly preprocessed raw OPUS
data (basic clean in Table 3), and a slight improve-
ment of 0.05 compared to the filtered OPUS data
with 15 BLEU threshold without PILAR data.

Regarding the baselines, our best method (data
filtered with a 15 BLEU threshold and backtrans-
lated PILAR) achieves similar performance as
Apertium, with a 0.8 BLEU score improvement
and a 0.11 lower chrF++ score. The zero-shot
translation results are by far the worst, with scores
approximately 12 points below the best results.

5.2 Aragonese

As detailed in section 7, only the best filtering
threshold for OPUS data in Asturian was also ap-
plied to Aragonese.

Our best result is again the result of fine-tuning
the bleu_15 + PILAR corpora on a model initially
fine-tuned for Spanish-Catalan translation. It out-
performs the model finetuned on almost raw data
by 8.36 BLEU points. Comparing these results to a
model only trained on the bleu_15 data, reveals that
using the backtranslated data only yielded an im-
provement of 0.14 BLEU. However, these results
lag behind the Apertium baseline, which obtains
scores with approximately 25 points difference in
BLEU and around 12 points in chrF++.

The zero-shot baseline model
(es-ca-noft-arg) achieved a similarly low
score as the zero-shot models in the other lan-
guages and performed significantly worse than the
other approaches. It lags behind the best result
from Apertium by approximately 58 BLEU points
and around 36 chrF++ points.

5.3 Aranese

As detailed in section 7, only the best filtering
threshold for OPUS data in Asturian was applied
to Aranese.

Showing the same trend as the results for the
other two languages, the approach using bleu_15 +
PILAR corpora is the most effective. It achieves an
improvement of about 20 BLEU points and approx-
imately 14 chrF++ points over the other data sets,
which only underwent basic cleaning or language
filtering with Idiomata Cognitor. In contrast to our
results for Aragonese, the Aranese backtranslated
data helped to increase performance tremendously
(+18.8 BLEU). As expected, the zero-shot base-
line performs the worst, with even greater score
disparities.

Despite this significant improvement compared
to our other techniques, the BLEU filtering ap-
proach fails to outperform the Apertium baseline.
Apertium performs significantly better, with ap-
proximately 9 points difference in BLEU and over
5 points in chrF++.

6 Conclusions

This work was conducted within the constrained
category of the shared task Translation into Low-
Resource Languages of Spain at WMT24. It intro-
duces a pipeline for filtering low-quality alignments
in parallel corpora and subsequently fine-tuning
translation models to assess the noise robustness of
Neural Machine Translation. The paper details the
data collection and curation processes for the three
target languages selected for this task (Asturian,
Aragonese and Aranese), with a particular focus on
fine-tuning models for Spanish to Asturian under
varying levels of noise and generalizing the results
to the other two language pairs.

The initial phase involved curating the OPUS
corpora for the Asturian-Spanish pair. This pipeline
included 1) cleaning unsupported characters and
blank spaces, 2) filtering out sentence pairs that
were not in Spanish or one of the target languages
using Idiomata Cognitor, and 3) generating transla-
tions with Apertium to determine alignment quality
of the sentence pairs and establishing four differ-
ent BLEU thresholds for filtering. After observing
that a BLEU threshold of 15 yielded the best per-
formance, we incorporated backtranslated PILAR
data into the filtered OPUS corpora. Part of step
3 was omitted for Aranese and Aragonese due to
computational constraints.
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Despite these filtering approaches resulting in
the loss of some significant portions of the available
corpora, we observed that the fine-tuned models
effectively leveraged prior knowledge from the cho-
sen related languages (Galician and Catalan).

• Our best performing fine-tuned model for
Asturian outperformed the baseline Spanish-
Galician model by 12.15 BLEU points.

• Our best performing fine-tuned model for
Aragonese outperformed the baseline Spanish-
Catalan model by 33.15 BLEU points.

• Our best performing fine-tuned model for
Aranese outperformed the baseline Spanish-
Catalan model by 23.29 BLEU points.

The results for our best fine-tuned Asturian
model were relatively strong, achieving compet-
itive scores compared to Apertium. Although
the same approach was applied to Aranese and
Aragonese, it did not surpass the Apertium base-
line by a significant margin.

Overall, we demonstrated that 1) filtering out
low-quality translations from a noisy parallel
dataset improves fine-tuning results and yields
faster training times, and 2) results for Asturian can
reach baseline levels with a smaller, cleaner and
more computationally efficient corpus, suggesting
that the selected models can handle noise only to a
certain degree. However, we cannot assert that this
approach is effective for Aranese and Aragonese,
as the results for these languages fall short of the
rule-based baseline.

7 Limitations

The scope of this work is mainly limited by com-
putational resources. The HiTZ Basque Center for
Language Technology kindly allowed the authors
access their resources, but understandably, priority
was given to projects more closely related to their
main research focus at the time. This led us to 1)
implement our own BLEU score filter and dispense
with newer, more accurate sentence alignment algo-
rithms, 2) generalize the best BLEU score threshold
in Asturian to the other two languages, Aranese and
Aragonese.

One potential improvement to our approach
would be the application of curriculum learning,
where initial fine-tuning is performed on large syn-
thetic data, followed by further fine-tuning on high-
quality parallel data.

8 Further Work

Future work could address the limitations discussed
in Section 7 by 1) exploring the outcomes of fine-
tuning a language model on corpora cleaned using
not just one, but various sentence alignment al-
gorithms such us Bertalign (Liu and Zhu, 2022)
or Vecalign (Thompson and Koehn, 2019), and 2)
investigating whether Aranese and Aragonese toler-
ate different noise thresholds compared to Asturian.
Additionally, future research might:

• estimate the amount of KWh required to fine-
tune different amounts of corpora,

• examine whether data augmentation through
backtranslation of additional OPUS corpora
could enhance performance, as this is permit-
ted in the constrained category,

• explore whether a tokenizer trained on a larger
corpus and specialized in Asturian, Aranese,
and Aragonese could improve results.
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