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Abstract

We describe Vicomtech’s participation in the
WMT 2024 Shared Task on translation into low-
resource languages of Spain. We addressed all
three languages of the task, namely Aragonese,
Aranese and Asturian, in both constrained and
open settings. Our work mainly centred on
exploiting different types of corpora via data
filtering, selection and combination methods,
along with synthetic data generated with trans-
lation models based on rules, neural sequence-
to-sequence or large language models. We im-
proved or matched the best baselines in all three
language pairs and present complementary re-
sults on additional test sets.

1 Introduction

Despite significant progress in Machine Transla-
tion (MT) in recent years, notably with the advent
of Neural Machine Translation (NMT) approaches
(Bahdanau et al., 2015; Vaswani et al., 2017), trans-
lation from and into low-resource languages re-
mains a challenge.

Spain features a large variety of languages be-
yond Spanish, with varying degrees of MT support.
Important quality gains have thus been achieved
for the Basque language within the NMT frame-
work (Etchegoyhen et al., 2018), with large public
deployments of quality MT systems1. For Cata-
lan, a romance language with closer proximity to
Spanish, earlier NMT improved over rule-based
(RMT) and statistical (SMT) models, although
with performance losses on out-of-domain test sets
(Costa-jussà, 2017); more recent work on trans-
lation between similar languages, that included
Catalan-Spanish, showed a predominance of NMT
approaches to the task (Akhbardeh et al., 2021).

In addition to the aforementioned languages,
there are languages such as Aragonese, Aranese

*Equal contribution.
1https://www.euskadi.eus/traductor/

and Asturian which could be viewed as extremely
low-resourced in terms of MT technological sup-
port. For most, the main technology is still RBMT,
based on the Apertium framework (Forcada and
Tyers, 2016). The WMT 2024 shared task on trans-
lation into low-resourced languages of Spain ad-
dresses translation from Spanish into all three of
these languages. In this work, we describe Vi-
comtech’s participation in the shared task, where
we submitted entries to both the constrained and
open tracks.

In the remainder of this paper, we describe our
approaches to improve MT performance for the
three selected language pairs. We explored data
selection, generation, and combination, comparing
the use of different types of data to train end-to-
end NMT models as well as fine-tuning pretrained
multilingual MT models. In addition to typical par-
allel data curation, where we filtered the available
parallel and comparable data according to sentence
similarity, length differences and language identifi-
cation, we also explored the generation of synthetic
data along different lines. We notably compared
the use of RBMT systems and large language mod-
els (LLM) to generate synthetic parallel datasets
from the available monolingual data. The latter
approach in particular showcased the potential of
LLMs to create back-translations from the selected
three low-resource Romance languages into the
high-resource Spanish language.

2 Methodology

2.1 Parallel Data Curation

Despite the limited amount of data available for the
languages addressed in this task, several crawled
corpora were made available. However, after man-
ually examining sampled of the data, they appeared
to feature large amounts of noise, including poor
alignments, language identification errors, or sen-
tence pairs with empty information in one of the
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languages. We therefore performed various types
of filtering, described below.

Language Identification. We performed lan-
guage identification with the Idiomata Cognitor
tool2, a Bayesian language identifier specialised
on Romance Languages (Galiano-Jiménez et al.,
2024a). We filtered all sentence pairs where the
identified language on either side mismatched the
expected language in the parallel dataset.

Length Ratio. We filtered all sentence pairs
where the ratio of lengths, in terms of characters,
was above a predefined threshold. Unless other-
wise specified, we used a default ratio of 3.0. Our
goal with this type of filtering was to remove obvi-
ous erroneous alignments rather than determine an
optimal threshold in terms of length differences.

Sentence Similarity. We filtered all sentence
pairs whose similarity score was below a prede-
fined threshold. Similarity was computed as the
cosine similarity of the sentence embeddings for
each sentence pair. After preliminary experiments
with different models, we opted for the all-MiniLM-
L6-v2 model of the Transformers library3, as it
provided sufficient quality for the considered pairs,
while also supporting sufficiently fast processing
to run multiple filtering experiments. For each lan-
guage pair, we assigned similarity scores to the
parallel corpora after language and length filter-
ing, manually examined samples of the data and
determined a similarity threshold accordingly.

2.2 Synthetic Data Creation

For low-resource languages, parallel data are typ-
ically scarce and monolingual corpora are a rich
source of complementary data. We aimed to ex-
plore different approaches to exploit this type of
data, generating synthetic data by translating via
RBMT systems, NMT models and LLMs (see Fron-
tull and Moser (2024) for a similar approach). De-
pending on model availability and/or quality, we
generated data to be used as either back-translations
(BT) (Sennrich et al., 2016) from the low-resource
languages into Spanish, or as forward-translations
(FT) (Li and Specia, 2019) in the opposite trans-
lation direction. In either case, the synthetic data
generated from monolingual data were used as par-
allel data to translate into the low-resource lan-

2https://github.com/transducens/idiomata_cognitor
3https://huggingface.co/sentence-transformers/all-

MiniLM-L6-v2

guages. Additionally, we used pivot machine-
translation from Catalan to Spanish to complement
the Spanish-Aranese parallel datasets, as described
below.

RBMT data (BT + FT). As back-translations,
we translated the available monolingual corpora
in Aragonese and Aranese into Spanish with the
corresponding Apertium systems.4 As forward-
translations, we generated synthetic data from
Spanish into all three low-resource languages, since
Apertium covered all three language pairs in that
direction. Our goal in both the BT and FT cases
was to evaluate the impact of data translated via
transformation rules that tend to closely follow the
structure of the original Spanish data.

NMT data (BT). We generated back-translations
into Spanish for all three language pairs with base-
line NMT models, either trained from scratch or
pretrained and fine-tuned, on the curated parallel
data, as described in Section 2.3. Considering the
low volumes of clean parallel data and the rela-
tively low quality of the baselines, we discarded the
use of forward-translations in this scenario. Back-
translations are more robust in this type of scenario,
as the target language monolingual data are ex-
pected to be correct for the decoder to model and
the noise in corresponding synthetic source data
can be handled relatively well by NMT models
in general. Our aim with NMT-based NMT data
was to generate synthetic data of relatively fluid
translations that would differ from, and could com-
plement, RBMT translations.

LLM data (BT). We also leveraged a general-
purpose language model in zero-shot fashion to
generate back-translations, querying the model
to translate from the low-resource language into
Spanish. Our preliminary assessment on the three
language pairs was that translation into the low-
resource languages could not constitute a reason-
able alternative, as most translations from Spanish
into either low-resource language were of low qual-
ity, irrespective of the size of the selected model.
However, in the reverse direction, in all three pairs
translation quality was markedly better, indicating
that the meaning of the text in the low-resource
language could be properly captured by the model,
while generating correct output in the high-resource
Spanish language.

4https://www.apertium.org/ Note that there was no readily
available system for Asturian to Spanish.
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Pivot MT data. Among the available corpora
for the task were data in Catalan-Aranese (see Sec-
tion 3.1), which could be exploited as well via pivot
MT. To this end, we translated the available cor-
pora from Catalan to Spanish with a high-quality
in-house NMT model trained on OPUS parallel
data (see Appendix C for further details).

2.3 Models & Training
Models. We trained two main types of models:
Transformer-base encoder-decoder models trained
from scratch on the available parallel, with or with-
out complementary synthetic data, and a pretrained
multilingual model fine-tuned with the same data,
namely an NLLB-200-600M model (Costa-jussà
et al., 2022). By opting for two parallel approaches,
we aimed to evaluate the positive or negative impact
of accessing pretrained multilingual knowledge on
the task. With either type of model, we trained
baseline variants on the curated parallel data, which
were used used to generate back-translations, as de-
scribed in Section 2.2. Both types of models were
also used on the combined datasets to train final
models, as our main aim was to contrast and com-
pare the use of pre-trained multilingual knowledge
vs. focused training on a specific low-resource
language pair.

Tagging. To train the model variants, we per-
formed several experiments around data tagging,
which has been shown to be an efficient approach to
training data discrimination, for back-translations
(Caswell et al., 2019) or comparable data (Gete
and Etchegoyhen, 2022), for instance. We used
specific tags, prepended to each training instance,
to indicate the type of data at hand, namely <BT>
or <FT>. We aimed to investigate in particular
whether data tags would be beneficial or detrimen-
tal in the case of low amounts of parallel data, com-
bined with larger sets of synthetic data.

3 Experimental Setup

3.1 Corpora
For the constrained track, we selected the paral-
lel corpora for Asturian, Aranese, and Aragonese
from the PILAR collection (Galiano-Jiménez et al.,
2024b), the monolingual WikiMedia data for Span-
ish and Asturian, the parallel data for Spanish-
Asturian and Spanish-Occitan (with Occitan re-
lated to Aranese) from CCMatrix (Schwenk et al.,
2021b) and WikiMatrix (Schwenk et al., 2021a) for
Spanish-Aragonese, all of which were downloaded

Corpus Lang. # Sent. # Filt. Constr.

PILAR

ast 38.8K - ✓
arg 84.7K - ✓
arn 273.2K - ✓

cat-arn 64.1K - ✓

WikiMedia es 3.9M 2.7M ✓
ast 65.7K 65.6K ✓

CCMatrix es-ast 6.5M 533.7K ✓
es-oci 925.5K 55.5K / 8.9K ✓

WikiMatrix es-arg 33.7K 19.2K / 13.7K ✓

WikiDump ast 3.2M 2.1M ✗
arg 508.5K 255.1K ✗

Table 1: Corpora statistics. We indicate the number of
initial (# Sent.) and filtered (# Filt.) sentences and cor-
pus use in the constrained track (Constr.). x/y indicates
filtering with similarity thresholds of 0.5 (x) and 0.7 (y).

from the OPUS repository (Tiedemann, 2012). We
performed language identification to keep only the
Aranese sentences from Occitan, and also trans-
lated the Catalan portion of the Catalan-Aranese
dataset via pivot translation into Spanish. For the
open track, we included Asturian and Aragonese
monolingual data extracted from WikiDump5, for
additional back-translations.

Excepting the PILAR datasets, which were used
as is, we filtered the contents from the parallel
corpora using the methods described in Section
2.1. The similarity threshold was set at 0.7 af-
ter manually reviewing portions of the data. For
Aragonese and Aranese, since significant portions
of the datasets were discarded at this threshold, we
also created an additional dataset with a 0.5 thresh-
old. For the constrained task, we selected these
larger, though noisier, datasets. For the open task,
we opted for the smaller, higher-quality datasets,
due to the greater availability of data.

As evaluation data, we selected the dev sets avail-
able in PILAR, as well as a filtered subset of 3,000
highquality sentence pairs from CCMatrix for As-
turian, with a similarity threshold set at 0.9. The
latter was created as all models consistently yielded
significantly lower scores on the Asturian PILAR
dev set, compared to the other language pairs, and
Marian models trained with this development set
struggled to converge effectively. We report re-
sults on the official development set throughout the
paper, but discuss additional results on our own
development set in Section 5.

Corpora statistics are summarised in Table 1.

5https://dumps.wikimedia.org/, accessed June 2024
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3.2 Models
In this section, we describe the translation models
we used for the task, including the baselines and
the models trained on the selected data described
in the previous section. Since we generated syn-
thetic data for both forward (from Spanish) and
backward (into Spanish) translation, we present
each type of model in turn. Training details, includ-
ing additional model characteristics and training
hyper-parameters are described in Appendix A. All
models were evaluated in terms of BLEU and chrF,
computed with the sacreBLEU toolkit 6. Statistical
significance was computed via bootstrap resam-
pling (Koehn, 2004) for all results. Best results, for
p < 0.05, are indicated in bold in all tables.

3.2.1 Translation from Spanish
For translation from Spanish, we first assessed
the quality of three baseline models not trained
on any of the selected data: the rule-based Aper-
tium for each language pair, as a reference MT
system for these languages; the multilingual NLLB-
200-distilled-600M model, pretrained on a broad
range of languages including Asturian and Occitan,
as a neural baseline under the constrained track
limitation of pretrained models with fewer than
one billion parameters; and the Llama3-8B instruc-
tion model (AI@Meta, 2024), as an experimental
testbed for zero-shot LLM-based translation.

Lang. Model Dev

BLEU chrF

ES→AST
Apertium 17.1 50.7
NLLB 14.3 44.2
Llama3 15.2 48.9

ES→ARG
Apertium 66.0 82.2
NLLB 7.9 42.1
Llama3 30.4 64.5

ES→ARN
Apertium 38.0 60.0
NLLB 8.5 39.2
Llama3 4.5 32.6

Table 2: Baseline model results on the development sets
for translation from Spanish

Table 2 presents the results for each baseline
model in this translation direction, in terms of
BLEU (Papineni et al., 2002) and chrF (Popović,
2015). Apertium achieved the highest scores in all
three language pairs, demonstrating the value of an
RBMT approach for the selected languages. NLLB
and Llama3 were notably both outperformed by

6https://github.com/mjpost/sacrebleu

large margins on ES-ARN; the former performed
equally poorly on ES-ARG but the latter achieved a
more reasonable performance of 30.4 BLEU points
in this case, still far from the scores obtained by
the Apertium baseline. The only language pair
where all three models achieved relatively similar
low scores was ES-AST, which might be due to the
specifics of this development set (see Section 5 for
further discussion).

Considering these results, we used Apertium to
generate forward synthetic data for all ES→XX
translation pairs. To prepare the final models, all
related to translation from Spanish in the task,
we used two types of approaches: fine-tuning the
NLLB model on the selected data and training from
scratch a Transformer-base model with 6 encoder
layers and 6 decoder layers, trained with the Marian
NMT toolkit (Junczys-Dowmunt et al., 2018).

3.2.2 Translation into Spanish

Model Aranese Aragonese Asturian

Apertium 34.8 66.2 -
NLLB 31.0 55.6 64.1
Llama3 33.1 64.3 71.5
Marian 34.0 69.6 86.5

Table 3: BLEU scores for translation into Spanish on the
PILAR development sets for Aranese and Aragonese,
and on a custom development set for Asturian.

Translation into Spanish was performed to gen-
erate synthetic back-translations. For this task, we
used the three baseline approaches described in
the previous section (except for AST-ES with Aper-
tium, as it is not currently supported) and trained an
additional XX→ES Marian model on the selected
parallel and forward-translation data.

Table 3 presents the BLEU scores for these
models on the task-provided development sets for
Aranese and Aragonese, and on our custom devel-
opment set for Asturian. For Aranese, there was
no statistically significant difference between the
Marian and Apertium models, both outperforming
NLLB and Llama3; in Aragonese, Marian outper-
formed all other models, with NLLB performing
notably worse; in Asturian, it again significantly
outperformed both NLLB and Llama3. Consider-
ing these results, we selected the Marian model to
generate all back-translations. Additionally, since
forward-translations were all generated using Aper-
tium, the incorporation of a neural model could add
more variety to the synthetic data.
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Lang. Model Data # Sent. Source Dev Test

BLEU chrF BLEU chrF

ast

Apertium - - - 17.1 50.7 17.0 50.8

NLLB
Parallel 533.7K CCMatrix

18.1 51.3 17.6 51.2FT - -
BT 638.1K PILAR+CCMatrix+WikiMedia

arg

Apertium - - - 66.0 82.2 61.1 79.3

Marian
Parallel 19.22K WikiMatrix

66.0 82.2 61.1 79.3FT 2.7M WikiMedia
BT 103.9K PILAR+WikiMatrix

arn

Apertium - - - 38.0 60.0 28.8 49.4

Marian

Parallel - -

38.7 60.3 29.8 49.8MT 64.1K PILAR cat-arn
FT 2.7M WikiMedia [Tagged]
BT 392.8K PILAR + CCMatrix + PILARcat-arn

Table 4: BLEU and chrF scores for our primary submissions in the constrained track

Lang. Model Data # Sent. Source Dev Test

BLEU chrF BLEU chrF

ast

Apertium - - - 17.1 50.7 17.0 50.8

NLLB
Parallel 533.7K CCMatrix

18.6 51.6 18.0 51.6FT - -
BT 2.7M WikiDump+PILAR+CCMatrix+WikiMedia

arg

Apertium - - - 66.0 82.2 61.1 79.3

Marian
Parallel 13.7K WikiMatrix

65.9 82.2 61.0 79.3FT 2.7M WikiMedia
BT 353.5K WikiDump+PILAR+WikiMatrix

arn

Apertium - - - 38.0 60.0 28.8 49.4

Marian

Parallel 8.9K CCMatrix (es-oci)

37.9 60.0 28.8 49.4MT 64.1K PILARcat-arn
FT 2.7M WikiMedia
BT 346.2K PILAR+CCMatrix+PILARcat-arn

Table 5: BLEU and chrF scores for our primary submissions in the open track

A notable result are the relatively high scores of
Llama3 zero-shot translation into Spanish, confirm-
ing our initial assessments of the potential leverag-
ing this type of LLM to translate from low-resource
into high-resource languages. Further variants such
as few-shot translation might be worth exploring in
this type of scenarios.

4 Main Results

The best results for our shared task submissions
are summarised in Table 4 and Table 5 for the con-
strained and open tracks, respectively. We report
BLEU and chrF scores on the PILAR development
sets and on the task test sets, as reported on the
OCELoT website.

4.1 Constrained Track

In the constrained setup, our focus was on opti-
mising translation models within the set limits of
OPUS data and pretrained models under one bil-
lion parameters. For Asturian, the best results were
achieved via a fine-tuning of NLLB using both
parallel data from CCMatrix and back-translations
generated from the PILAR, CCMatrix and Wiki-
Media corpora using our custom Marian model.

In the case of Aragonese and Aranese, train-
ing Marian models from scratch proved to be the
most successful strategy. Given that NLLB was not
specifically trained on these languages, this result
was not unexpected. For these languages, we also
incorporated forward-translations generated using
Apertium and back-translations created with our
Marian models. For Aranese, the use of parallel
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Lang. Model Data # Sent. Source Not tagged Tagged

ast

Apertium - - - 17.1 -

Marian
Parallel 533.7K CCMatrix

16.9 17.4FT 2.7M WikiMedia
BT - -

arg

Apertium - - - 66.0 -

Marian
Parallel 19.2K WikiMatrix

66.0 46.5FT 2.7M WikiMedia
BT 103.9K PILAR+WikiMatrix

arn

Apertium - - - 38.0 -

Marian

Parallel - -

37.9 38.7MT 64.1K PILAR cat-arn
FT 2.7M WikiMedia
BT 392.8K PILAR + CCMatrix + PILARcat-arn

Table 6: BLEU scores comparison between models trained with and without tags in the forward-translated data.

data from CCMatrix resulted in lower performance,
likely due to the lower quality of these data, which
were originally Spanish-Occitan alignments. The
inclusion of the pivot translations from Catalan was
also beneficial for the Spanish-Aranese pair.

Overall, when comparing our results to the base-
lines in Table 2, our custom models consistently
outperformed the vanilla NLLB across all lan-
guages, particularly for Aragonese and Aranese,
which were unseen by this model. The models
trained for Asturian and Aranese also achieved
higher scores than the Apertium baseline. For
Aragonese however, our best submission could only
match the Apertium baseline scores. This limita-
tion is likely due to the influence of the forward-
translations from the rule-based Apertium system,
a factor which was not mitigated with data tagging.

4.2 Open Track

Our contributions to the open track were twofold:
augmenting the training data by incorporating As-
turian and Aragonese Wikipedia content, and gener-
ating back-translations using Llama3 in a zero-shot
setting.

As shown in Table 5, these additions improved
the BLEU score for Asturian by 0.5 points com-
pared to the constrained track. However, the re-
sults for Aragonese did not benefit from the extra
data, showing a slight decrease of 0.1 BLEU. For
Aranese, the use of back-translations from Llama3
appeared to be detrimental, resulting in a perfor-
mance drop of 0.8 BLEU points.

Overall, the open track models yielded mixed
results, as the augmented data generated via back-
translation and zero-shot LLM translation resulted

in either minor gains or losses. This might be due
to the specifics of the development and test sets, in
the sense that the augmented data might come from
domains of little benefit to improve the translation
on these datasets. The results of Section 3.2 are
still important in our view, notably the quality of
NMT and LLM translations for either direct use or
data augmentation.

5 Discussion

As previously indicated, given the low performance
of all models in Asturian in preliminary experi-
ments, we used a filtered subset of 3,000 sentences
from CCMatrix as development set. However, to
ensure consistency across languages, we relied on
the best-performing model on the original PILAR
dev set as the criterion for model selection for sub-
mission, leading to the exclusion of models that
performed better on our custom dev set.

Model Source Official Dev Custom Dev

Apertium - 17.1 79.8
Open Submission - 18.6 78.4
Marian CCMatrix 17.2 87.4

Table 7: BLEU scores in Spanish-Asturian on the offi-
cial WMT development set and on our custom develop-
ment set from CCMatrix.

For reference, Table 7 presents the results of the
top-performing model on our dev set: a Marian
model trained exclusively on CCMatrix data with-
out any synthetic data. While this model shows
lower performance than the one chosen for the offi-
cial submission and is comparable to the baseline
obtained with Apertium, it performed notably bet-

939



ter on our own development set. Considering the
large differences in scores between the PILAR and
custom dev sets, it would be interesting to examine
in detail the differences between the two datasets
in future work.

Among our best submissions to both tracks,
only one dataset was tagged, namely the forward-
translations based on Wikimedia in ES-ARG. We
performed several additional experiments on the
use of tags to discriminate between types of data,
with the most salient results shown in Table 6.
Tags on forward-translations were beneficial for As-
turian and Aranese, but for Aragonese their use re-
sulted in a substantial decrease of almost 20 BLEU
points on the dev set. This variation might be due
to the differing amounts of data available: Asturian
and Aranese featured 500K and 364K sentence
pairs without tags, respectively, while Aragonese
only counted with 119K such pairs. Whereas tags
have been shown to be a successful means to dis-
criminate between parallel and other types of data,
their use might thus be detrimental when tagged
data largely dominate the other types of data.

6 Conclusions

We described our submission to the WMT 2024
shared task on translation into low-resource lan-
guages of Spain. We followed a multi-pronged
approach based on data filtering and augmentation,
with multiple types of models trained on differ-
ent combinations of data with or without tagging.
Although we improved over the baselines in gen-
eral, the gains were minor overall on the devel-
opment sets provided for the task. Nonetheless,
our experiments showed the benefits of training
dedicated NMT models, which proved optimal in
most cases over fine-tuning pre-trained translation
models. We also demonstrated the potential of zero-
shot LLM-based translation for translation of the
selected low-resource languages into Spanish, an
interesting path for future research as standalone
translation or as a source of data augmentation.
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A Training Hyperparameters

The Marian models were transformer-base models. Optimization was performed with Adam (Diederik
P. Kingma, 2015), with α = 0.0003, β1 = 0.9, β2 = 0.98, and ϵ = 10−9. We used a working memory
of 20GB and automatically chose the largest mini-batch that fit the specified memory. The learning rate
was set to increase linearly for the first 16,000 training steps and decrease afterward proportionally to the
inverse square root of the corresponding step. The validation data was evaluated every 5000 steps.

For fine-tuning the NLLB model, optimization was performed using Adafactor (Shazeer and Stern,
2018), with a learning rate of 0.0001, a clipping threshold of 1.0, and weight decay set to 0.001. The
training used a batch size of 32 and a maximum sequence length of 128 tokens.

Each model was trained on a Nvidia L40 with 48GB of VRAM. Early stopping was applied with a
patience of 10 epochs to prevent overfitting.

B Generation Parameters

For inference with Marian, we set a beam size of 6 and a normalization factor of 0.6.
For the NLLB model, implemented on the transformer library, the maximum input length was configured

to 200 tokens, with a beam size of 4.
For Llama3, we set a maximum of 256 new tokens, enabled sampling with a temperature of 0.1, and set

top-p to 0.9. We used the following prompt to direct the model to generate translations in the specified
target language without additional commentary: "Traduce a [Español|Aragonés|Aranés|Asturiano] la
siguiente frase. No añadas ningún otro comentario." .

C Catalan-Spanish MT Model

We considered two main options to translate Catalan into Spanish, as a means to create additional Aranese-
Spanish data via pivot translation: the pretrained multilingual NLLB model or an in-house Marian model
trained on parallel corpora from OPUS (namely: dogc, gnome, opensubs, tatoeba, ubuntu, globalvoices,
wikimatrix, ted and paracrawl). The latter achieved significantly better results, as shown in Table 8 on a
test set of 2,000 sentence pairs randomly sampled from OPUS data.

Translation Model BLEU Score

NLLB Model 55.4
Marian Model 70.7

Table 8: BLEU scores for Catalan to Spanish translation.
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