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Figure 1: Language family tree diagram (partial) focus-
ing on the Iberian peninsula

1 Introduction

In this short overview paper1, we describe
our system submission for the language pairs
Spanish→Aragonese (spa-arg), Spanish→Aranese
(spa-arn), and Spanish→Asturian (spa-ast)2. We
train a unified model for all language pairs in the
constrained scenario. In addition, we add two lan-
guage control tokens for Aragonese and Aranese
Occitan, as there is already one present for As-
turian.

1.1 Linguistic background
The Iberian peninsula - which includes the terri-
tory of Spain, Portugal and Gibraltar - is a hotspot
for linguistic diversity, especially among languages
in the Romance family. Spanish, Portuguese and
English have official status across these three re-
spective territories.

Basque (a non-Indo-European language) has co-
official status in the Spanish Autonomous Commu-
nities of the Basque Country and the northern por-

1Igor Kuzmin and Euan McGill are corresponding authors
2Submission IDs #622, #623, and #624 respectively

tion of Navarre. In Galicia, Galician is co-official
and in the Balaeric Islands, the Valencian Commu-
nity and Catalonia Catalan/Valencian also enjoys
this status.

This status ensures visibility of these languages
in the socio-political space as well as a sizeable
presence online. Catalan, Basque and Galician
are included in many high-performing machine
translation (MT) systems (and large language mod-
els (LLMs) capable of the task) (Armengol-Estapé
et al., 2021) and benchmarks (Federmann et al.,
2022).

This is not necessarily the case for the languages
which are the focus of this challenge. They are
a diverse set of languages, all from different sub-
branches of the Romance language family. Figure
1 shows their relation to other languages in the Ro-
mance family, and to each other, using the wave
model (Heggarty et al., 2010) of linguistic evolu-
tion. Note the dialect continuum which appears to
form between Portuguese → Asturian → Spanish
→ Aragonese → Catalan and Gascon Occitan.

Figure 2 provides a visual overview of the lan-
guages that are translated into from Spanish as part
of this challenge. Aranese, a dialect of Gascon
Occitan, also has co-official status in Catalonia but
provision is only made in the Aran Valley for its
use.

Aragonese and Asturian are spoken by larger
numbers of people, but mostly as either second
language learners or legacy speakers such as the
elderly. It is for this reason that these languages all
fall under the category of “Endangered” languages
according to Ethnologue (Eberhard et al., 2024).
All three languages are, however, considered “Vi-
tal" in terms of Digital Language Support (Simons
et al., 2022). This is the second highest category
behind “Thriving", meaning that there are extant
corpora and resources available. However, this
does not necessarily mean that there is decent qual-
ity technology such as MT available for these lan-
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Figure 2: The languages involved in the WMT shared task and some demographic information

guages.

1.2 Extant technology for these languages

There is a recent increased push towards includ-
ing languages with a small digital presence in lan-
guage technology (Bapna et al., 2022), and effort
has been made already to cover the languages of
this challenge, including efforts to generate clean
corpora from multilingual content from the inter-
net (González and Álvarez, 2023; Ruder et al.,
2023).

The first rule-based system to involve trans-
lation into and between the present languages
is the open source Apertium (Forcada et al.,
2011). Other systems and improvements have
been built on top of this service such as Soft-
català (Ivars-Ribes and Sánchez-Cartagena, 2011)
which focuses on translation into and out of Cata-
lan, and a neural MT translator (NMT) between
Spanish→Aragonese (Cortés et al., 2012).

In addition, the Spanish government-funded
TAN-IBE project (Oliver et al., 2023) - of which
this challenge is a part - seeks to apply modern tech-
niques across NMT and LLM-based approaches to
improve this low-resource MT task.

2 System description

We take the distilled NLLB-200 model (Costa-jussà
et al., 2022) with 600M parameters and extend spe-
cial tokens with 2 tokens that denote target lan-
guages (arn_Latn, arg_Latn) because Asturian was
already presented in NLLB-200 model. After we
initialized the weights of the new tokens using
weights from existing tokens in the vocabulary. We
used oci_Latn (Occitan) for arn_Latn (Aranese)

and spa_Latn (Spanish) for arg_Latn (Aragonese)
because this languages are from the corresponding
language family.

2.1 Training and data filtering
To create our corpus, we sampled OPUS3 and
PILAR4 FLORES+ (revised pairs), which con-
tain Catalan->Aranese (from PILAR), Spanish-
>Aranese, Spanish->Occitan, Spanish->Asturian
and Spanish->Aragonese directions. We used Aper-
tium (Khanna et al., 2021) to translate Catalan
to Spanish, but we kept both source languages
in our training set. Additionally, for the Occi-
tan target language, we used idiomata cognitor
(Galiano-Jiménez et al., 2024) to keep only corre-
sponding target languages. We applied the adapted
MOSES Punctuation Normalizer provided by Meta
Research group under the stopes library5 for all
language pairs because NLLB was trained on pre-
processed texts. Further data filtering followed the
NLLB paper (Costa-jussà et al., 2022). We used
fastText6 to delete all pairs with English examples.
After that, we computed length ratios and kept all
sentences where the length was from five to 1050
characters, with a max length ratio lower than 0.9
and a unique ratio higher than 0.125. Finally, we
de-duplicated all translation language pairs, keep-
ing a maximum of two source duplicates and three
target duplicates. Additionally we kept all pairs
where distance score was in [0.6;1.0]. The result
distribution of the source and target languages in

3https://opus.nlpl.eu/
4https://github.com/transducens/PILAR
5https://github.com/facebookresearch/stopes/

blob/main/stopes/pipelines/monolingual
6https://fasttext.cc/
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Figure 3: Distribution of language pairs from processed
dataset.

our result corpora is captured at the Figure 3.
For the rest of the language pairs, we excluded

all samples where the target language did not match
the language predicted by idiomata cognitor.

2.2 Data augmentation
We adapt the model by training on a special regime
of data augmentation with both monolingual and
bilingual training data for the language pairs in this
challenge.

The OPUS data were filtered in order to discard
the spurious sentence pairs. We do that by per-
forming translation of the Spanish sentence to the
appropriate target language using Apertium and
comparing the translation to the sentence present
in the corpus. We assume that certain differences
are possible due to imperfect performance of Aper-
tium and natural variability of language, but the
two variants should preserve some resemblance.
To quantify that, we compute the Levenshtein (Lev-
enshtein, 1966) edit distance (d(s1, s2)) between
the two strings (s1, s2) and transform it into a simi-
larity score defined as:

sim(s1, s2) = 1.0− d(s1, s2)

max(|s1|, |s2|)
Based on manual analysis of the scores, we assume
the similarity score of minimum 0.6 to be sufficient
for the sentence pair to be used. Otherwise, it is
discarded.

2.3 Fine tuning
The NLLB-200 model with 600M parameters, dis-
tilled from a 54B parameter Mixture-of-Experts
model, demonstrated superior performance com-
pared to the baseline version. Building on this

foundation, we implemented a series of adapta-
tion steps described above to further enhance the
model’s capabilities on a new target languages. In
this sections, we detail our training methodology
and the specific hyperparameters employed to op-
timize the model’s performance across diverse lin-
guistic tasks. The fine-tuning process was done
with one T4 GPU using Hugging Face Transform-
ers (Wolf et al., 2020) library with the following hy-
perparameters presented at the Table 1. Our result
model is available at the Hugging Face repository7.

Hyperparameter Value
Learning Rate 1e-4
Weight Decay 1e-3
Train Batch Size 4
Eval Batch Size 4
Training Epochs 2
Optimizer Adafactor
Clip Threshold 1.0
Warmup Steps 10% of total steps

Table 1: Hyperparameters for NLLB-200 Fine-tuning.

3 Results

Our results for the translation task from the Span-
ish language test set8 to the target languages, as
evaluated through OCELoT9 submission system
are reasonably positive, with respective BLEU and
chrF+ scores of 49.2 and 73.6 for spa-arg, 17.9 and
15.5 for spa-arn, and 23.9 and 46.1 for spa-ast.

In terms of comparing the current approach with
previous approaches such as Apertium and its suc-
cessors, many of these studies only report word
error rate whereas we used BLEU and chrF+. In
those studies where BLEU is reported, it is known
that BLEU favours SMT and NMT systems over
rule-based ones. Moreover, this challenge intro-
duces the present test set - so there is no previous
work on the same data for direct comparison.

We find that this method of training is relatively
efficient, with energy usage of 2.93kWh and emis-
sions of approximately 1.81kg of CO2

10.

7https://huggingface.co/igorktech/
tribble-600m

8https://github.com/transducens/
wmt2024-romance-tests

9https://ocelot-west-europe.azurewebsites.
net/leaderboard/4

10https://wandb.ai/igorktech01/wmt24-tribble/
runs/5z9r7tjt
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