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Abstract

Data for the Rating Prediction (RP) sentiment
analysis task such as star reviews are readily
available. However, data for aspect-category
detection (ACD) and aspect-category sentiment
analysis (ACSA) is often desired because of the
fine-grained nature but are expensive to collect.
In this work, we propose Unified Sentiment
Analysis (Uni-SA) to understand aspect and
review sentiment in a unified manner. Specifi-
cally, we propose a Distantly Supervised Pyra-
mid Network (DSPN) to efficiently perform
ACD, ACSA, and RP using only RP labels for
training. We evaluate DSPN on multi-aspect
review datasets in English and Chinese and find
that in addition to the internal efficiency of sam-
ple size, DSPN also performs comparably well
to a variety of benchmark models. We also
demonstrate the interpretability of DSPN’s out-
puts on reviews to show the pyramid structure
inherent in unified sentiment analysis.

1 Introduction

Consumers generate online reviews for millions
of products and services in various contexts, in-
cluding hotels, restaurants, products, and schools,
on platforms such as Yelp, Amazon, and Tripad-
visor. Firms can use online review data to bet-
ter understand consumer behavior and build pre-
dictive models for their businesses (Zhang et al.,
2023). Sentiment analysis of an entire document is
a widely-used method for understanding unstruc-
tured consumer reviews at a high level (Liu and
Zhang, 2012). In addition, fine-grained analysis of
user generated content can detect aspects in doc-
uments (e.g., food quality and price in restaurant
reviews). These aspects can be classified according
to their sentiment (Schouten and Frasincar, 2015).

A holistic view of sentiment analysis includes
three tasks: identifying aspects in the document
(Aspect-Category Detection, ACD), classifying as-
pect sentiment (Aspect-Category Sentiment Analy-

Figure 1: An overview of Unified Sentiment Analysis
(Uni-SA). While ACD, ACSA, and RP can be performed
individually, by leveraging the implicit pyramid struc-
ture of reviews, we can efficiently perform all three tasks
with only RP labels.

sis, ACSA), and classifying the overall sentiment
of the document (Rating Prediction, RP).

For example, consider the review displayed in
Figure 1: “The food is great but the waitress was
not friendly at all.” Sentiment analysis models
can first identify the aspects mentioned in this re-
view via ACD (Food, Service), then predict their
corresponding sentiment polarities with ACSA
(Food:Positive, Service:Negative). Finally, an RP
model will predict the star rating that a user would
give for the review (two stars). With these methods,
businesses can use both fine-grained and coarse-
grained sentiment information to identify customer
pain points and improve service quality.

Typically, NLP models consider ACD, ACSA,
and RP independently. In some cases, ACD and
ACSA are learned by a single model (e.g., Schmitt
et al., 2018; Liu et al., 2021), but these two tasks
are rarely connected to RP (Chebolu et al., 2023).
However, star rating labels for RP are usually
cheaper and easier to obtain than ACSA labels
due to widespread availability of user-generated
review text and stars online (Li et al., 2020a). More
importantly, they can be considered a “coarse-
grained synthesis” of ratings across aspects in the
review (Bu et al., 2021). For example, if a user
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states that the food is good, but the service qual-
ity is unacceptable, they will consider these two
aspects together when giving an overall two-star rat-
ing (Figure 1), which implies that the aspect-level
polarities inform the overall review of two stars
(out of a possible five). This relationship provides
an opportunity to unify the multiple tasks. Specif-
ically in this work, we hypothesize that review-
level star rating labels represent an aggregation of
aspect-level sentiments, which themselves can be
aggregated from word-level sentiments (Li et al.,
2020c). To efficiently model this structure as a
pyramid structure, we propose a Distantly Super-
vised Pyramid Network (DSPN) that requires only
RP labels as signal to unify the three tasks of ACD,
ACSA, and RP. We call this unified sentiment task
Unified Sentiment Analysis (Uni-SA).

Contributions In this work, we make the follow-
ing contributions:

• We introduce Unified Sentiment Analysis as
a unified task of three key sentiment analysis
tasks, specifically ACD, ACSA, and RP,

• We propose Distantly Supervised Pyramid
Network (DSPN), a novel model for unified
sentiment analysis. DSPN shows significant
efficiency on training sample size with only
RP labels as training input.

• We propose a novel aspect-attention mecha-
nism for ACD to inform ACSA and capture
the pyramid sentiment structure,

• We validate DSPN through experimental re-
sults on Chinese and English multi-aspect
datasets and demonstrate the effectiveness and
efficiency of DSPN.1

2 Unified Sentiment Analysis

Before describing our model, we first define our no-
tation and present the unifying framework of Uni-
SA. We borrow notation from the prior work where
possible and introduce new notation as needed
for consistency across tasks (Pontiki et al., 2016).
For reference, we have included a comprehen-
sive notation table in the appendices (Appendix
A). Our corpus is a collection of reviews R =
{R1, R2, . . . , R|R|}. Each review Ri consists of
a sequence of word tokens (hereafter “words”):
Ri = {t(1)i , t

(2)
i , . . . , t

(n)
i }.

1Code available at https://github.com/nd-ball/DSPN

2.1 Aspect-Category Detection

In the ACD task, there are N predefined as-
pect categories (hereafter “aspects”): A =
{A1, A2, . . . , AN}. The set of aspects present in
Ri is defined as: ARi = {A(1)

Ri
, A

(2)
Ri

, . . . , A
(K)
Ri

},
where K ≤ N . To train unsupervised ACD models,
the required training data is simply R.

2.2 Aspect-Category Sentiment Analysis

For a given review Ri and one of its aspects
A

(j)
Ri

, the goal of ACSA is to predict the po-
larity of the aspect: ŷ

A
(j)
Ri

. Aspect polarity is

typically binary (positive or negative) or cate-
gorical (with a third option of neutral). Super-
vised ACSA models require review-aspect-polarity
triples: {Ri, (A

(j)
Ri

, y
A

(j)
Ri

)Kj=1}
|R|
i=1. In the case of

multi-aspect ACSA, there are multiple aspects
present in each review, and therefore ACSA re-
quires K × |R| labels, a factor of K larger than in
RP.

2.3 Rating Prediction

Given a review Ri, RP aims to predict the star
rating ŷRi . Supervised RP models requires review-
sentiment tuples: {(Ri, yRi)}

|R|
i=1

2.4 Model Running

Typically ACD, ACSA, and RP are considered stan-
dalone tasks. Here we propose a unified approach,
where with training data of only RP labels, a model
can output present aspects (ACD), the sentiment
of those aspects (ACSA), and an overall document-
level sentiment score (RP). This approach uses
training labels from a single task to efficiently learn
multiple distinct sentiment analysis tasks.

More specifically, for a model M , the train-
ing data required is the same as the RP task:
{(Ri, yRi)}

|R|
i=1. At run-time, the model provides

three outputs for a new review Ri: (1) The pre-
dicted aspects present in the review (ÂRi), (2)
the sentiment polarity of each identified aspect
(ŷA

R
(j)
i

∀A
R

(j)
i

∈ ÂRi), and (3) the overall senti-

ment prediction for the review (ŷRi).

3 Distantly Supervised Pyramid Network

In this section, we describe DSPN for Uni-SA. The
overall model architecture is illustrated in Figure 2.
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Figure 2: Overall architecture of DSPN. Aspect embed-
ding matrix T is used to calculate the distance between
words and aspects, which is regarded as the word-level
attention weights for each aspect. Aspect importance
pi is learned by Module 1 and is used as the attention
weights of aspects.

3.1 Module 1: Aspect-Category Detection

For the ACD task, we utilize an autoencoder-
style network (He et al., 2017). For a re-
view Ri, the input sequence Xi is constructed
as {[CLS], t

(1)
i , t

(2)
i , . . . , t

(n)
i , [SEP ]}. We use

BERT (Devlin et al., 2019) to generate embeddings
for each example, zi.

To generate aspect embeddings, we first set the
aspect and keyword map dictionary for each aspect.
Then for each aspect, we use BERT to encode the
sentence composed of key words related to the
aspect and obtain its output as the initial embedding
of the aspect. In this way, we initialize the aspect
embedding matrix T. 2 Lastly, Module 1 performs
sentence reconstruction at the aspect-level through
a linear layer:

zi = BERT(Xi) (1)

pi = softmax(W1 · zi + b1) (2)

ri = T⊤·pi (3)

2There are N predefined aspects in ACD task, and many
prior works have identified the representative words for each
one of them (Bu et al., 2021; Wang et al., 2010). For example,
“staff”, “customer”, and “friendly” can be the representative
words for "Service" aspect. Based on this, we proposed to
firstly construct a sentence that contains top representative
words, then use the embedding of this sentence as the initial
embedding for the aspect.

where ri is the reconstructed sentence embed-
ding and pi is the aspect importance vector.

The loss function for Module 1 is defined as a
hinge loss to maximize the inner product between
the input sentence embedding and its reconstruc-
tion while minimizing the inner product between
the input sentence embedding and randomly sam-
pled negative examples:

L(θACD) =
∑

Ri∈R

m∑

j=1

ϕRi,j + λACDU(θ) (4)

ϕRi,j = max(0, 1− rizi + rinj) (5)

where ni represents each negative sample, and
U(θ) represents the regularization term to encour-
age unique aspect embeddings (He et al., 2017).

The aspect embedding matrix T and aspect im-
portance vector pi are inputs for attention calcula-
tion in DSPN’s pyramid network (Module 2).

3.2 Module 2: Pyramid Sentiment Analysis

Module 2 is based on the intuition that the senti-
ment of a review is an aggregation of the sentiments
of the aspects contained in the review (Bu et al.,
2021). In addition, the sentiment of an aspect is an
aggregation of the sentiments of the words indicat-
ing that aspect, forming a three-layer structure. We
propose using a pyramid network to capture this
structure, and we can use easy-to-obtain RP ratings
as training labels.

3.2.1 Word Sentiment Prediction Layer

We use the hidden vector of each word output by
BERT to obtain word representations, where h

(j)
i

is the representation of the j-th word. We use two
fully connected layers to produce a word-level sen-
timent prediction vector:

w
(j)
i = W3 ·ReLU(W2 · h(j)

i + b2) + b3 (6)

3.2.2 ACSA with Aspect Attention

We can calculate the similarity of words and as-
pects using the word representations and the aspect
embedding matrix T output by Module 1. This
similarity will be treated as the attention weights of
words for the aspect. When predicting aspect-level
sentiment, for the k-th aspect, the sentiment Sk

a is
computed as:
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Dataset Language MA MAS Split Reviews Overall Sentiment Aspect Sentiments
Pos. Neu. Neg. Pos. Neu. Neg.

TripDMS English 100% 100%
Train 23,515 8,998 5,055 9,462 64,984 34,200 43,391
Val 2,939 1,161 613 1,165 8,174 4,245 5,349
Test 2,939 1,079 647 1,213 8,002 4,355 5,437

ASAP Chinese 95.97% 63.85%
Train 36,850 29,132 5,241 2,477 77,507 27,329 17,299
Val 4,940 3,839 784 317 10,367 3,772 2,373
Test 4,940 3,885 717 338 10,144 3,729 2,403

Table 1: Statistics of the datasets. MA is the percentage of multi-aspect instances in the dataset and MAS is the
percentage of multi-aspect multi-sentiment instances.

d
(j)
k = T⊤

k · h(j)
i (7)

a
(j)
k =

exp(d
(j)
k )

∑n
m=1 exp(d

(m)
k )

(8)

Sk
a =softmax(

n∑

j=1

w
(j)
i a

(j)
k ) (9)

3.2.3 Review Prediction
Review-level sentiment Sr is computed by:

Sr = softmax(Sa · pi) (10)

Here pi is the aspect importance vector output by
Module 1 (§3.1), which is regarded as the attention
weights of aspects in a review. Sa is the matrix
concatenation of aspect-level sentiments across the
K aspects in the review.

3.3 Loss
For the RP task, as each prediction is a 3-class
classification problem, the loss function is defined
by the categorical cross-entropy between the true
label and the model output:

L(θRP) = −
∑

i

Sgold · log(Sr) (11)

We jointly train DSPN for RP and ACD by min-
imizing the combined loss function:

L(θ) = λL(θACD) + L(θRP) (12)

where λ is the weight of ACD loss. Although no
direct supervision is required for ACSA, due to the
construction of DSPN, the model inherently learns
aspect sentiment predictions.

4 Experiments

4.1 Datasets
To validate DSPN’s contribution as an efficient and
effective model for unified sentiment analysis, we

experiment with two datasets. Statistics of the two
datasets are given in Table 1. While DSPN can
learn ACD, ACSA, and RP with only RP labels,
we require datasets for our benchmarking that have
ACD, ACSA, and RP labels.3

ASAP ASAP is a Chinese-language restaurant
review dataset from a leading e-commerce platform
in China (Bu et al., 2021). ASAP includes RP la-
bels and ACSA labels. RP labels are categorical on
a 5-star scale. ACSA labels are categorical (posi-
tive, negative, neutral) for each aspect#attribute 4

identified in the review text (Pontiki et al., 2016).
For ACSA we aggregate sentiment at the entity
level for a total of five aspects: {Food, Price, Loca-
tion, Service, Ambience} by majority vote.

TripDMS TripDMS is an English-language hotel
review dataset from Tripadvisor.com (Wang et al.,
2010; Yin et al., 2017). TripDMS RP labels are cat-
egorical on a 5-star scale. ACSA labels are categor-
ical (positive, negative, neutral) for seven aspects:
{Value, Room, Location, Cleanliness, Check-in,
Service, Business}.

4.2 Evaluation

DSPN’s main contribution is accurate and efficient
unified sentiment analysis via distant supervision.
We therefore compare DSPN to existing ACD,
ACSA, and RP models.

4.2.1 Aspect-Category Detection
In the ACD task, we compare DSPN with fully
unsupervised ABAE (He et al., 2017). To more
fairly compare with the prior work, we replace the
underlying encoder of ABAE with a BERT encoder
and update the aspect embedding matrix T initial-
ization accordingly. We call this ABAE-BERT and

3To the best of our knowledge, these datasets are the only
ones with RP and ACSA labels for us to evaluate performance.

4ASAP defines 5 aspects and 18 attributes.
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Efficiency Performance
Parameters Labels Training Time ACD ACSA RP
(MM) (thousands) (minutes) (F1) (Acc) (Acc)

TripDMS ABAE-BERT (ACD) 91.2 0 40 92.3
AC-MIMML-BERT (ACSA) 105 164.6 55 64.3
BERT-ITPT-FiT (RP) 82.7 23.5 102 72.4
Pipeline 278.9 188.1 197 92.3 64.3 72.4
DSPN 102.9 23.5 95 92.7 53.2 72.5

Delta -63.1 -87.5 -51.8 0.43 -17.3 0.14

ASAP ABAE-BERT (ACD) 97.5 0 42 80.1
AC-MIMML-BERT (ACSA) 107.2 184.3 55 77.2
BERT-ITPT-FiT (RP) 91 36.9 110 80.3
Pipeline 295.7 221.1 207 80.1 77.2 80.3
DSPN 111 36.9 88 79.4 65.4 81.3

Delta -62.5 -83.3 -57.5 -0.87 -15.3 1.3

Table 2: Comparison between DSPN and a high-performance pipeline approach to unified sentiment analysis.

Efficiency Performance
Parameters Labels Training Time ACD ACSA RP
(MM) (thousands) (minutes) (F1) (Acc) (Acc)

TripDMS ABAE 3.1 0 15 91.2
GCAE 4.2 164.6 5 55.1
BERT-Feat 80.2 23.5 35 71.4
Pipeline 87.5 188.1 55 91.2 55.1 71.4
DSPN 102.9 23.5 95 92.7 53.2 72.5

Delta 17.60 -87.50 72.73 1.64 -3.45 1.54

ASAP ABAE 3.1 0 15 79.4
GCAE 4.4 184.3 6 70.3
BERT-Feat 80.8 36.9 42 79.2
Pipeline 88.3 221.1 63 79.4 70.3 79.2
DSPN 111 36.9 88 79.4 65.4 81.3

Delta 25.71 -83.33 39.68 0.00 -6.97 2.65

Table 3: Comparison between DSPN and a high-efficiency pipeline approach to unified sentiment analysis.

report its performance.5 In the experiment, we fol-
low previous work (Ruder et al., 2016; Ghadery
et al., 2019) and use thresholding to assign aspects
whose probability exceeds a given threshold to the
corresponding review. We choose the threshold
that produces the best performance (1e−4) in our
experiment. We evaluate ACD using F1 score to
determine the quality of the identified aspects (He
et al., 2017).

4.2.2 Aspect-Category Sentiment Analysis
For ACSA, we use several strong supervised
ACSA models. Our benchmark models include
non-BERT models: GCAE (Xue and Li, 2018),
End2end-LSTM/CNN (Schmitt et al., 2018), and
AC-MIMLLN (Li et al., 2020c) as well as BERT-
based models: AC-MIMLLN-BERT (Li et al.,

5In ABAE-BERT, we don’t need to manually define the
meaning of aspect by looking at the nearest K words in the
embedding space.

2020c) and ACSA-Generation (Liu et al., 2021).
We use accuracy to evaluate ACSA (Li et al.,
2020b).

4.2.3 Rating Prediction
The RP task a text classification task. Therefore,
we compare DSPN with several BERT fine tuning
strategies (Sun et al., 2019): BERT-Feat, BERT-FiT,
and BERT-ITPT-FiT. Consistent with prior work
(e.g., Aly and Atiya, 2013; Mudinas et al., 2012),
we convert the 5-star RP rating into three classes
(Negative, Neural, and Positive). To evaluate RP
models, we use accuracy.

4.2.4 Implementation details
We implement models in PyTorch. The batch sizes
are set to 32 for all models. Non-BERT models
are optimized by the Adam optimizer, while BERT
models use BERTAdam optimizer. We set the learn-
ing rate as 5e-5, and use early stopping with a pa-
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tience of 3 during training. We set the negative
samples as 5 due to GPU constraints. We report
results averaged over five runs.

5 Results

5.1 Overall Performance
To compare DSPN to the existing models, we com-
pare DSPN with a pipeline approach. We create
two pipelines: a high performance pipeline where
we use the best performing model for each task in
the pipeline, and a high efficiency model, where we
use the most efficient benchmark model in terms
of parameters in our pipeline.

Tables 2 and 3 presents the results of our com-
prehensive benchmarking. We first note that DSPN
is the only model capable of performing all three
tasks. What’s more, DSPN is able to perform
all three tasks with only supervision for the RP
task. For RP, DSPN outperforms all of our bench-
mark models. On TripDMS, DSPN demonstrates
stronger F1 score in ACD task than ABAE. On both
datasets, our proposed ABAE-BERT outperforms
original ABAE, demonstrating that incorporating
large language models leads to higher quality as-
pects.

DSPN’s performance on ACSA is lower than
the supervised benchmarks. This is to be ex-
pected as DSPN’s only supervision is RP labels.
From an efficiency point of view, ACSA models re-
quire 164,605 labels on TripDMS to learn one task
(ACSA), while DSPN only requires 23,515 labels
(86% fewer) to learn three tasks. Based on an 86%
size gap, DSPN performance is 17% lower than the
best-performing supervised model for ACSA. Sim-
ilarly for ASAP, based on an 80% size gap, DSPN
performance is 15% lower than the best-performing
supervised model for ACSA. In fact, DSPN outper-
forms the fully-supervised End2end-CNN baseline
model.

Our single-task benchmarks serve to set the
"upper-bound" of performance for the task when
given a fully labeled dataset. However, if for a
given dataset, only RP labels exist, then DSPN is
the only method for learning all three tasks.

Considering that DSPN does not use any aspect-
level labels, that the effectiveness of DSPN is com-
parable to supervised models on the ACSA task is
a strong empirical validation of the unified senti-
ment analysis framework in general and the DSPN
architecture in particular. 6

6Results for all benchmarking models are presented in the

Model Rest-14 Rest-15 Rest-16 MAMS

ACSA-G 78.43 71.91 73.76 70.30
JASen 26.62 19.44 23.23 14.74
AX-MABSA 49.68 42.74 36.47 29.74
DSPN 30.01 18.23 24.01 12.79

Table 4: ACSA results on datasets with no RP la-
bels. Benchmark results are from (Kamila et al., 2022).
ACSA-G is supervised, JASen and AX-MABSA are
weakly supervised, and DSPN is distantly supervised.

5.2 DSPN on No-rating Datasets

We have shown DSPN’s effectiveness using two
datasets that include both review-level star rating
labels (for RP) and aspect-level sentiment anno-
tations (for ACSA). However, a large number of
current ACSA datasets do not contain rating data
(RP), such as Rest-14 (Pontiki et al., 2014), Rest-
15 (Pontiki et al., 2015), Rest-16 (Pontiki et al.,
2016) and MAMS (Jiang et al., 2019). In order
to enable DSPN to run on such datasets, we use
the aggregate value of aspect ratings as the train-
ing labels instead of the star rating labels given
by users. What’s more, we can also evaluate our
distant supervision model against existing weakly
supervised ACSA models.

Table 4 shows that DSPN performs comparably
to the JASen (Huang et al., 2020) model, which
uses a small number of keywords for each aspect-
polarity pair as supervision. This result indicates
that RP is not simply an average over ACSA labels,
and that the RP labels used by DSPN provide a
strong signal.

Moreover, we conduct a simple additional exper-
iment. In the experiment, we utilize several unsu-
pervised sentiment analysis tools (VADER (Hutto
and Gilbert, 2014), TextBlob (Loria, 2018), and
Zero-shot text classification (Yin et al., 2019)) to
directly generate sentiment labels, which will re-
place the star rating labels given by users for train-
ing. We name the version of DSPN as UPN (U
for unsupervised), and here we report the ACSA
results of DSPN and UPN on TripDMS (Table 5).

5.3 Quality Analysis

5.3.1 Case Study
In order to visualize and analyze DSPN’s perfor-
mance, we first take two reviews from TripDMS
as examples (Figure 3a). For each example, the
trained DSPN model takes the review text as in-

Appendix for completeness.
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(a)

(b)

Figure 3: Case studies of correct predictions (3a) and incorrect predictions (3b). True RP and ACSA labels are
outside of the pyramid, DSPN’s predictions are within the pyramid. For space, we show a portion of the review.

Model Label Source Performance

DSPN Star ratings 0.532
UPN TextBlob 0.502
UPN VADER 0.511
UPN Zero-shot 0.533

Table 5: DSPN results compared to a fully unsupervised
pyramid network (UPN).

put, and first outputs word-level sentiment predic-
tions. Then, DSPN (i) identifies aspect keywords
via word attention calculation; (ii) obtains the as-
pect importance; (iii) calculates aspect-level sen-
timent through the sentiments of their key words,
and lastly (iv) combines aspect sentiment with as-
pect importance to predict the final review-level
sentiment (“Overall” in Figure 3).

For case 1 in Figure 3a, DSPN correctly labels
the review as positive, and also correctly identifies
and labels the Service, Value, Room, and Cleanli-
ness aspects with no aspect-level annotations. For
case 2, DSPN gives correct predictions on word-,

aspect-, and review-level sentiments.

5.3.2 Error Analysis

To exemplify errors in DSPN, we examine two
examples of error cases from TripDMS in Figure
3b. We find that DSPN is sometimes influenced
by extreme star rating labels. For example, for
case 1 in Figure 3b, DSPN gives correct word-level
sentiments, but tends to give positive prediction at
aspect level due to the overall 5-star rating. Simi-
larly for case 2, DSPN gives negative predictions
on all three levels due to 1-star rating. This is to be
expected as DSPN’s only supervision is star rating
labels.

6 Related Work

Sentiment analysis is a widely-studied area of NLP
across ACD, ACSA, and RP. Several recent reviews
provide comprehensive overviews of the state of the
field (Liu and Zhang, 2012; Schouten and Frasincar,
2015). Below we describe the most relevant work.
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6.1 Aspect-Category Detection

Extant ACD methods are either rule-based, super-
vised, or unsupervised. Rule-based methods (e.g.,
Hai et al., 2011; Schouten et al., 2014) heavily de-
pend on manually defined rules and domain knowl-
edge. Supervised methods (e.g., Toh and Su, 2016;
Xue et al., 2017) require that each review is labeled
with a subset of the predefined aspect categories.
Unsupervised models (e.g., Titov and McDonald,
2008; Brody and Elhadad, 2010; Zhao et al., 2010)
typically extract aspects by implicitly finding word
co-occurrence patterns in the corpus. The ABAE
model (He et al., 2017) uses an autoencoder-style
network to extract aspects in a fully unsupervised
manner, and is the foundation of our Module 1. Re-
cently, Tulkens and van Cranenburgh (2020) pro-
posed a simple aspect detection model that utilize
a POS tagger and word embeddings, with a con-
trastive attention mechanism that outperforms more
complex models. In our work, we utilize a novel
aspect-attention mechanism to use ACD model out-
puts as part of the ACSA task.

6.2 Aspect-Category Sentiment Analysis

Most ACSA methods in the literature are super-
vised (Schouten and Frasincar, 2015; Li et al.,
2020c; Liu et al., 2021) and require costly and time-
consuming data annotation at the aspect level. Un-
supervised LDA-based ACSA models (e.g., Zhao
et al., 2010; Xu et al., 2012; García-Pablos et al.,
2018) often rely on external resources such as part-
of-speech tagging and sentiment word lexicons.
These LDA-based models can suffer from a topic
resembling problem (Huang et al., 2020). To ad-
dress this, Huang et al. (2020) proposed a weakly-
supervised approach that can learn a joint aspect-
sentiment topic embedding. However, this method
can only be applied to documents with a single
annotated aspect, which degenerates the task to
RP. Recently, Kamila et al. (2022) proposed an
exteremely weakly supervised ACSA model, AX-
MABSA, which gives a strong performance on
ACSA without using any labelled data. However,
the model relies on a single word for each class,
making it difficult to select a representative word
for the “neutral” class. In this work, we propose a
distantly supervised pyramid network to efficiently
perform ACSA task with only star rating labels.

6.3 Rating Prediction
RP is modeled as a multi-class classification task,
and is well-studied (e.g., Ganu et al., 2009; Li
et al., 2011; Liu and Zhang, 2012; Chen et al.,
2018). There is also a significant body of literature
on semi-supervised and unsupervised approaches
to RP (Pugoy and Kao, 2021; Yao et al., 2017;
Boteanu and Chernova, 2013).

6.4 Multi-Task Sentiment Analysis
There has been work in jointly learning ACSA and
RP (Bu et al., 2021), leveraging RP information
for ACSA (Yin et al., 2017; Li et al., 2018; He
et al., 2018), and leveraging ACSA information for
RP (Cheng et al., 2018; Wu et al., 2019). Prior work
on document-level multi-aspect sentiment classifi-
cation predicted user’s ratings on different aspects
of products or services (Yin et al., 2017; Li et al.,
2018). By adding user information and star rat-
ing labels, the methods give strong performances.
In each of these cases, the extra information aug-
ments the task labels, improving performance at
the cost of efficiency. Other works (Bu et al., 2021;
Fei et al., 2022) have done ACD and ACSA via
joint learning; these methods require costly and
time-consuming aspect-level data annotation, hin-
dering efficiency. Schmitt et al. (2018) proposed
joint learning models to simultaneously perform
ACD and ACSA in an end-to-end manner. To the
best of our knowledge, this is the first work to learn
all three tasks simultaneously using a single task
source for supervision.

7 Conclusion

In this paper, we introduce unified sentiment anal-
ysis to connect three important sentiment analysis
tasks. To perform the task, we propose a Distantly
Supervised Pyramid Network (DSPN) that shows
significant efficiency advantage by only using star
rating labels for training. Experiments conducted
on two multi-aspect datasets demonstrate the good
performance of DSPN on RP and ACD as well as
the effectiveness with only RP labels as supervi-
sion.

DSPN’s performance demonstrates the validity
of considering sentiment analysis holistically and
this empirical evidence shows that it is possible to
use signal from a single task (RP) to efficiently and
effectively learn three tasks. We hope this work
spurs research on leveraging one label source for
efficient learning for multiple tasks.
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8 Limitations

There are several limitations to this work that shed
light on promising avenues for future research.

Aspect and Review Sentiment Mismatch
DSPN uses star rating labels for training. How-
ever, the user rating may not be consistent with the
overall sentiment of the review text, thus generating
the noise of distant labels. This is because the user
may not have written all the aspects in the review,
or the user’s sentiment is heavily dominated by a
certain aspect. It is not obvious how to model this
within DSPN. While attention should address this
to an extent, future work could consider methods
from label noise research.

Evaluation Data Availability Another limitation
has to do with data availability. There are a number
of ACSA and RP datasets separately in the litera-
ture. However, it is very rare that datasets support
unified sentiment analysis, i.e. they include both
aspect-level sentiments and review-level star rating
labels. Therefore, we were restricted to TripDMS
and ASAP as the only two datasets available for
our main evaluation. However, we feel that by
demonstrating the capability of DSPN on one En-
glish dataset and one Chinese dataset helps demon-
strate the generalization capability of the model.
We encourage future work on the creation of more
datasets with both ACSA and RP labels to drive
further research in unified sentiment analysis.

Unsupervised ACD A final limitation concerns
ACD. We compare to ABAE as our ACD module is
unsupervised. However, there are supervised ACD
methods in the literature, including some that do
ACD and ACSA jointly. Future work can investi-
gate injecting further supervision into the unified
sentiment analysis task for ACD and/or ACSA.

9 Ethics Statement

The authors state that this research was conducted
in accordance with the ACL Code of Ethics. We
note that our experiments are on two controlled
datasets and do not provide any guarantees of ef-
fectiveness or performance on out-of-domain data.
In addition, although we experiment with English
and Chineses languages, we cannot make claims as
to how our research performs on other languages,
including low-resource languages.
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A Notation

For clarity and consistency, we provide a comprehensive description of the notation we use in this article
(Table 6).

Variable Description Dimension

dw Embedding dimension R768

R Reviews in our dataset -
Ri i-th review consisted of a sequence of word tokens Rn×dw

n Number of word tokens in Ri R100

t
(j)
i j-th word in Ri R1×dw

A Predefined aspect categories RN

ARi The set of aspects present in Ri RK(K ≤ N)

A
(j)
Ri

j-th aspect in ARi R1×dw

y
A

(j)
Ri

Sentiment polarity of A(j)
Ri

R3

yRi Star rating of Ri R3

M Model -
ÂRi Prediction of ARi -
ŷ
A

(j)
Ri

Prediction of y
A

(j)
Ri

R3

ŷRi Prediction of yRi R3

Xi Input sequence Rn×dw

zi Sentence embedding of Xi (pooler_output of BERT) Rn×dw

T Aspect embedding matrix RN×dw

Tk Embedding of k-th aspect R1×dw

ri Reconstructed sentence embedding R1×dw

pi Weight vectors of K aspect embeddings (aspect importance) RN×dw

L(θACD) Loss function of ACD task (Module 1) -
λACD Weight of regularization term -
U(θ) Regularization term -
nj Each negative sample R1×dw

h
(j)
i hidden state of j-th word (last_hidden_state of BERT) R1×dw

w
(j)
i Sentiment prediction vector of j-th word R1×dw×3

d
(j)
k Distance between j-th word and k-th aspect -

a
(j)
k Attention weight of j-th word towards k-th aspect -

Sk
a Prediction of aspect-level sentiment RN×3

Sr Prediction of review-level sentiment R3

Sa Matrix concatenation of Sk
a RK×3

Sgold True review-level sentiment (star rating labels) R3

L(θRP ) Loss function of RP task (Module 2) -
λ Weight of L(θACD) -
L(θ) Overall loss function -

Table 6: Description of variables in our formulation.
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B Additional Error Analyses

For a more comprehensive analysis, we look into
the DSPN errors in more detail. Due to the imbal-
anced label distribution in the original data (Table
1), DSPN tends to predict more extreme sentiment
polarities (positive or negative) on TripDMS, and
tends to predict positive sentiments on ASAP. The
confusion matrices for aspect-level sentiments pre-
dicted by DSPN are consistent with the distribution
of the original data (Tables 7a and 7b).

True
Pred Neg Neu Pos Total

Neg 3,511 982 944 5,437
Neu 1,672 884 1,799 4,355
Pos 1,962 1,560 4,480 8,002
Total 7,145 3,426 7,223 17,794

(a) Confusion Matrix of DSPN on TripDMS

True
Pred Neg Neu Pos Total

Neg 589 521 1,293 2,403
Neu 260 712 2,757 3,729
Pos 127 760 9,257 10,144
Total 976 1,993 13,307 16,276

(b) Confusion Matrix of DSPN on ASAP

Table 7: DSPN confusion matrices.

C Budget Constraint Experiment

For a more direct comparison between DSPN
and the supervised ACSA models, we designed
a budget-constraining experiment. Specifically, we
randomly selected ACSA labels for TripDMS and
ASAP so that the supervised models have the same
training set size as DSPN.

In this setting, DSPN’s performance is closer
to the supervised models’ performance (Table 8).
In particular, DSPN outperforms both End2end-
LTSM and End2end-CNN on ASAP. Overall, the
supervised models still outperform DSPN, but this
is to be expected given that the labels used for train-
ing are ACSA labels. DSPN is trained to perform
RP, but is also able to perform ACSA in a way that
is comparable to these supervised models under the
same budget constraint.

D Benchmarking Details

• End2end-LSTM/CNN: The method uses an
end-to-end network for ACSA. It can simul-
taneously perform aspect category detection
and aspect-level sentiment analysis.

Model TripDMS ASAP

End2end-LSTM 0.542 0.651
End2end-CNN 0.536 0.649
GCAE 0.540 0.701
AC-MIMLLN 0.614 0.758
AC-MIMLLN-BERT 0.639 0.766
ACSA-Generation 0.602 0.758
DSPN (Ours) 0.532 0.654

Table 8: ACSA results when all models are trained with
the same amount of data.

• GCAE: This method is a simple and effec-
tive supervised model based on convolutional
neural networks and gating mechanisms.

• AC-MIMLLN: It utilized multi-instance
multi-label learning for ACSA and found that
the aspect-level sentiment can be regarded as
an aggregation of the word-level sentiments
indicating the aspect.

• AC-MIMLLN-BERT: It replaces the embed-
ding layer for ACSA and the multi-layer Bi-
LSTM in AC-MIMLLN with the BERT.

• ACSA-generation: This is the first method
that solve ACSA task with natural language
generation paradigm, and achieved good re-
sults.

• BERT-Feat: BERT as features.

• BERT-FiT: BERT + Fine-Tuning as features.

• BERT-ITPT-FiT: BERT + withIn-Task Pre-
Training + Fine-Tuning as features.

E On Sentence Reconstruction for ACD

Sentence reconstruction is standard for unsuper-
vised ACD task. Table 9 shows that sentence re-
construction is widely used and effective for this
task.

F Additional Benchmarking

Tables 10, 11, and 12 present the comprehensive
results of our benchmarking. We selected our
pipeline models from these benchmarks based on
predictive performance and efficiency.
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Reference Mechanism Datasets Performance

(He et al., 2017) sentence reconstruction CitySearch, BeerAdvocate SOTA
(Kumar et al., 2022) seed words + sentence

reconstruction + adver-
sarial training

CitySearch, Laptop SOTA

(García-Pablos et al., 2018) topic model CitySearch Competitive results
(Liao et al., 2019) multiple context model-

ing + representation re-
construction

SemEval 14, 15, 16 SOTA

(Luo et al., 2019) lexical semantic enhanc-
ing + sentence recon-
struction

CitySearch, BeerAdvocate SOTA

(Wan et al., 2020) sentence embedding +
sentence reconstruction

Sina microblog Effective results

This paper sentence reconstruction
+ multi-task learning +
distant supervision

ASAP, TripDMS Comparable results

Table 9: Mechanisms Used in Unsupervised ACD Task

TripDMS ASAP
Model Accuracy Params Train Time Accuracy Params Train Time

DSPN 70.5 5.28M 12min 78.5 6.1M 13min
DSPN-BERT 72.5 102.92M 95min 81.3 111M 88min
BERT-Feat 71.4 80.15M 35min 79.2 80.8M 42min
BERT-FiT 72.2 81M 37min 81 81.25M 30min
BERT-ITPT-FiT 72.4 82.7M 102min 80.3 91M 110min

Table 10: Comprehensive RP Results

TripDMS ASAP
Model F1 Params Train Time F1 Params Train Time

DSPN 92.7 5.28M 12min 78.6 6.1M 13min
DSPN-BERT 92.7 102.92M 95min 79.4 111M 88min
ABAE 91.2 3.1M 15min 79.4 3.1M 15min
ABAE-BERT 92.3 91.2M 40min 80.1 97.5M 42min

Table 11: Comprehensive ACD Results

TripDMS ASAP
Model Accuracy Params Train Time Accuracy Params Train Time

DSPN 51.4 5.28M 12min 64.4 6.1M 13min
DSPN-BERT 53.2 102.92M 95min 65.4 111M 88min
End2end-LSTM 57.4 5.3M 8min 66.1 6.22M 8min
End2end-CNN 57.9 5.12M 7min 65.2 5.32M 7min
GCAE 55.1 4.23M 5min 70.3 4.4M 6min
AC-MIMLLN 62.1 31M 50min 76 31.2M 50min
AC-MIMLLN-BERT 64.3 105M 55min 77.2 107,2M 55min
ACSA-generation 64.1 142M 208min 76.1 145.18M 210min

Table 12: Comprehensive ACSA Results
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