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Introduction

The W-NUT 2024 workshop focuses on a core set of natural language processing tasks on top of noisy
and user-generated text, such as those found on social media, web forums and online reviews. The inter-
net has democratized content creation leading to an explosion of informal user-generated text, publicly
available in electronic format, motivating the need for NLP on noisy text to enable new data analytics
applications. We have received a total of 15 main workshop submissions, of which 10 are included in
the proceedings. The workshop will be held in hybrid in-person and virtual modes. We have two in-
vited speakers: Jennifer Foster and Yvette Graham, who have generously agreed to share their ongoing
research work. We’re very thankful to have them in our workshop. We would like to thank the Program
Committee members who reviewed the papers, as well as all of the workshop participants for submitting
their work.

Rob van der Goot, JinYeong Bak, Max Müller-Eberstein, Wei Xu, Alan Ritter, and Tim Baldwin
W-NUT Co-Organizers
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Correcting Challenging Finnish Learner Texts With Claude, GPT-3.5 and
GPT-4 Large Language Models

Mathias Creutz
Department of Digital Humanities, University of Helsinki, Finland

mathias.creutz@helsinki.fi

Abstract

This paper studies the correction of challeng-
ing authentic Finnish learner texts at beginner
level (CEFR A1). Three state-of-the-art large
language models are compared, and it is shown
that GPT-4 outperforms GPT-3.5, which in turn
outperforms Claude v1 on this task. Addition-
ally, ensemble models based on classifiers com-
bining outputs of multiple single models are
evaluated. The highest accuracy for an ensem-
ble model is 84.3 %, whereas the best single
model, which is a GPT-4 model, produces sen-
tences that are fully correct 83.3 % of the time.
In general, the different models perform on a
continuum, where grammatical correctness, flu-
ency and coherence go hand in hand.

1 Introduction

The motivation behind the present work is to help
second-language (L2) learners express themselves
fluently and idiomatically in a non-native language
that they do not master very well. The problem
can be studied through the automatic correction
of challenging learner texts that contain numer-
ous mistakes when it comes to inflection, spelling,
word choice, word order and even low intelligibil-
ity overall. Previously, neural machine translation
with different data augmentation techniques have
been employed to solve this task (Sjöblom et al.,
2021), but the advent of powerful large language
models (LLMs) opens up new possibilities to tackle
the problem.

Bryant et al. (2023) present an overview of the
state of art in Grammatical Error Correction (GEC).
The term grammatical is understood broadly and
does not only refer to grammatical errors. However,
GEC is typically seen as a local substitution task
(Ye et al., 2023), where occasional mistakes are
corrected in generally intelligible text. The survey
covers methods and data sets (predominantly in
English). The article was written before the break-
through of GPT-3.5 and GPT-4, and observations

regarding LLMs are therefore limited. Some small-
scale experiments are mentioned (Wu et al., 2023;
Coyne et al., 2023), concluding that LLMs tend
to overcorrect for fluency, which causes them to
underperform on datasets that were developed for
minimal corrections (Fang et al., 2023). By con-
trast, Penteado and Perez (2023) find that LLMs
outperform earlier methods on more challenging
texts, typed in a hurry or containing slang, abbrevi-
ations, and neologisms.

The main goal of this paper is to study how well
state-of-the-art large language models are capable
of rephrasing beginner-level learner texts into id-
iomatic, correctly formulated texts. As advocated
by Sakaguchi et al. (2016), the focus is not on
the detection and correction of specific errors in
isolation, but on the fluency and naturalness of en-
tire correction hypotheses. As ensemble models
have proven effective in earlier GEC tasks (Grund-
kiewicz and Junczys-Dowmunt, 2018; Li et al.,
2019; Bryant et al., 2019), additional experiments
are carried out, where multiple model outputs are
combined.

2 Data

A subset of ICLFI, the International Corpus of
Learner Finnish (Jantunen, 2011; Jantunen et al.,
2013) is used as data for the experiments. 1 A
random selection of 25 texts were selected for the
study, all of them labeled with the lowest language
proficiency level: CEFR A1.2 The A1 level was
chosen in order to obtain as challenging data as
possible. Table 1 shows one text extracted from
this data, with an approximate English translation.
The total number of sentences in all 25 texts is 210.

Some English learner corpora, such as FCE (Yan-
nakoudakis et al., 2011) and NUCLE (Dahlmeier

1Available online through the Language Bank of Finland:
https://www.kielipankki.fi/corpora/iclfi/

2https://www.coe.int/en/web/
common-european-framework-reference-languages
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Minä lulee etttä, Anna on nyt niin erilainen kuin tavallisesti,
koska hänellä on stressi. Anna ei ole aikaa puhumaan Jutan
kanssa, koska korjata tule hänen kotiinsa. Annalla ei ole siihen
jokin hyvä syy, koska pesukone on rikki, pesukone on siihen
jokin hyvä syy. Minusta Anna on kateellinen, koska Juttasta
Anssi on hauska mies.

I belives thatt, Anna is now so different than usually, because
she is stressed. Anna is no time talking with Jutta, because
repair come to her house. Anna has not some good reason
for this, because the laundry machine is broken, the laundry
machine is a good reason for that. I think Anna is jealous,
because according Jutta Anssi is a fun guy.

Table 1: An example text from the ICLFI corpus (CEFR level A1). The Finnish text is on the left with an approximate
English translation on the right. The intended meaning is not entirely clear, because one sentence contradicts itself.

et al., 2013) contain reference corrections that can
be utilized for evaluation, but that is unfortunately
not the case with the ICLFI corpus.3 TopLing
(University of Jyväskylä, 2016) is another Finnish
learner corpus that lacks correction hypotheses.
There used to exist an additional resource, the so-
called YKI corpus based on Finnish national cer-
tificates of language proficiency exams (Yleiset
kielitutkinnot), but it is no longer available because
of copyright issues.

3 Models

Three different commercial LLM systems were
tested in this study: Claude v1 by Anthropic4, as
well as GPT-3.5 (turbo) and GPT-4 by Open AI
(OpenAI, 2023).5 Claude may be an interesting
complement to the GPT models, as it has been seen
to outperform ChatGPT (GPT-3.5) in certain open-
domain conversation tasks (Lin and Chen, 2023).

The LLMs were accessed through their APIs,
Claude at the end of June and GPT-3.5 and GPT-
4 at the end of July and beginning of August
2023. The models were prompted to reformulate
the learner texts into fluent, impeccable Finnish
language that contains no factual or grammatical
errors. The exact prompts used can be found in
Appendix A. Each prompt contained an entire text
in order for the model to be able to exploit context
across sentence boundaries.

LLMs are non-deterministic. The temperature
parameter ranging between 0 and 1 regulates the
randomness of the output. Low temperatures re-
sult in the most predictable result, whereas higher
temperatures increase creativity.6

Each of the LLMs was tested on six different
temperature values: 0.0, 0.1, ..., 0.5. Even with the

3In fact, ICLFI has been automatically lemmatized and
parsed, and some of the misspelled words have been corrected
in the process, but this representation is not accurate enough
to be used as a proper reference.

4https://claudeai.pro/what-is-claude-v1/
5https://platform.openai.com/
6https://platform.openai.com/docs/guides/gpt/

how-should-i-set-the-temperature-parameter

lowest temperature of 0.0, the systems were not
fully deterministic, and some variability remained
in the output. Every configuration was run twice,
because of the non-deterministic nature of the task.
These runs were confirmed not to depend on the
outcome of the previous run (see Appendix B). This
resulted in 36 correction hypotheses for each of the
25 texts (3 LLMs times 6 temperature values times
2 runs each). In the following, these 36 setups will
be referred to as models or single models.

4 Annotation

The 36 correction hypotheses produced by the
LLMs for each of the 25 learner texts were manu-
ally tagged as correct or incorrect. The tagging was
performed on the sentence level: either a sentence
was fully correct or it was incorrect, considering
the context of surrounding sentences.

The annotation was performed independently by
two persons, the author of the paper and one of his
colleagues. The annotators could see the full origi-
nal text and the suggested corrections, sentence by
sentence. When multiple models had produced the
same sentence in the same context, it was sufficient
to annotate that sentence only once. Theroretically,
there would have been 36 ∗ 210 = 7560 sentences
to annotate, but because of duplicates, the actual
number was reduced to one fifth of that.

Initially, the annotators agreed in 83.9 % of the
cases (type count, after sentence deduplication).
This corresponds to 87.5 % of all generated sen-
tences (token count). In a second round, the an-
notators discussed the results and decided which
category to choose for the remaining cases. The
main reasons for initial disagreement were minor
errors that had gone unnoticed by either annotator,
different levels of tolerance for the incorrect use
of punctuation,7 and confusion about the intended
meaning of the original sentence.

7In the end, we decided not to be very strict about comma
rules.
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Figure 1: Accuracies of each of the 36 single models.
Every model is represented by a dot, and the dots are
grouped in "swarms" by LLM type. In every swarm,
we progress from left to right as the temperature (T )
rises, with higher temperatures rendered in darker color.
The best model (GPT-4, T = 0.1, 1st run) reaches
an accuracy of 0.833, which corresponds to 175 fully
correct sentences out of 210 in the data.

5 Single Model Results

The accuracies of the 36 single models have been
plotted in Figure 1. The results reveal two things:
Firstly, there are clear differences in the perfor-
mance levels of the LLMs. All GPT-4 models are
better than all GPT-3.5 models, which are in turn
better than all Claude models (with the exception
of the one weakest GPT-3.5 model). Secondly, the
temperature parameter works as expected. Conser-
vative, predictable results are to be preferred in this
correction task, and thus lower temperatures work
better than higher temperatures. However, the best
results are in general obtained for T = 0.1, not the
lowest possible value T = 0.0.

In line with these findings, Coyne et al. (2023)
observe that GPT-4 outperforms GPT-3.5 on En-
glish GEC data (Napoles et al., 2017; Bryant et al.,
2019). They also confirm that a low temperature
yields better performance in this task.

In previous work on Finnish GEC (Creutz and
Sjöblom, 2019), an annotated sample of the (since
then withdrawn) YKI corpus was used as test data.
The full-sentence accuracy obtained for the best
setup was 27.2 %, which falls far behind the accu-
racies in Figure 1. Direct comparisons cannot be
made because of the different corpora used in the
studies. However, the types and levels of the texts

Hypotheses
Proposed by models La-

1 2 3 4 5 6 7 8 9 ... 36 bel

How are you?

How you are?

How are things?

What are you like?

How old are you?

Figure 2: Possible correction hypotheses for a fictive
sentence “How yuo are?” (in English for illustration
purposes). Among other things, we see that models 1,
3, 5 and 6 propose the first correction hypothesis “How
are you?”, which is correct, whereas model 36 proposes

“How you are?”, which is incorrect. From this example
we get five data entries to train a supervised classifi-
cation model. The inputs consist of 36-dimensional
binary vectors, where every dimension corresponds to
one of the single models and is zero or one depending
on whether that model produced this particular hypothe-
sis. The outputs are binary as well, indicating whether
the hypothesis is correct or not.

are very similar.

6 Ensemble Models

The best single model produces 175 correct sen-
tences out of 210 (83.3 %). However, if we look at
all 36 models combined, there are only 7 sentences
that all models get wrong. This suggests that by
being very smart at combining sentences from dif-
ferent models, we could ideally reach an accuracy
of 203/210 (96.7 %).

In the following, we will study supervised learn-
ing of ensemble models that combine outputs from
the single models. The simplifying assumption is
made that sentences from different hypotheses can
always be combined. For instance, the two partly
correct texts “Hi there! How’s you?” and “Helo!
How are you?” can be combined coherently into

“Hi there! How are you?”.
The problem is formulated as a classification

task. For every input sentence, each of the 36 mod-
els has produced a correction hypothesis, but typ-
ically the number of unique hypotheses is lower
than 36, because several models produce the same
hypotheses. This is exploited by a classifier, which
is trained to predict when a hypothesis is correct
based on the subset of models that have proposed
it, as illustrated in Figure 2.

As there is limited amount of data available,
rather than setting aside a separate test set, cross-
validation is used, such that every learner text in
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turn serves as the test set and the remaining 24 texts
are used for training. In this way, test results are
obtained for all 25 texts and direct comparisons can
be made to the single model results (Figure 1). The
feature extraction (Figure 2) produces 1532 vectors
in total. As one text is left out in turn, on average
1470 vectors (24/25) are available for training.

6.1 Classifiers Used
The limited amount of data available calls for fairly
simple classifiers with a small numbers of parame-
ters to tune, in order to avoid overfitting.

Naive Bayes. (NLTK implementation, Bird et al.,
2019) This classifier is not very sensitive to the
size of the data set, because the training amounts
to solving a closed-form expression. However, the
underlying independence assumption may lead to
the exaggeration of correlated features.

Maximum Entropy. This is logistic regression
using the Maximum Entropy classifier of NLTK.
Conditional independence is not assumed, but the
lack of a closed-form solution may lead to subopti-
mal weights in the model.

Weighted Sum. This is a simplified, determinis-
tic alternative to Maximum Entropy. A weight vec-
tor w of the same dimensionality as the binary cor-
rection hypothesis vectors x is estimated. During
prediction, the hypothesis with the highest score
s is selected: s = w · x. The elements wi of w
correspond to the prominence of the ith model in
the weighted sum and is proportional to the number
of times that model has predicted a correct hypoth-
esis, divided by the total number of models that
predicted the same hypothesis. This mitigates the
effect of correlated features.

N Agreeing Models An asymmetric decision
tree is trained in order to explicitly model corre-
lated features. The tree branches onto one side only
(“if condition 1 then done else if condition 2
then done ... else done”).

The conditions correspond to all combinations of
2 .. N models that are more accurate than the best
single model when they are in agreement on what
hypothesis to propose. These model combinations
are sorted, most accurate first. The last fallback
condition was originally the best single model, but
was later replaced by the Naive Bayes classifier for
better performance.
N values ranging from 2 to 5 have been tested.

For higher values of N , all lower-order combina-

tions of models are also included. The results for
N = 5 turn out to be identical to those of N = 4.

For the pairs of models (N = 2), a minor variant
(N = 2∗) was tested as well. In the basic case,
the sorting order of the conditions is statically de-
termined from the entire training set, whereas the
extended version (N = 2∗) incrementally recalcu-
lates accuracies on the remainder of the training
set, from which data points that triggered previous
conditions in the chain have been removed.

6.2 Ensemble Model Results

If all single models are combined into ensemble
models, only one of the resulting ensembles (N
Agreeing Models with N = 2∗) outperforms the
best single model (see Appendix C). The best en-
semble obtains an accuracy of 0.838, compared
to the best single model: 0.833. This is a rather
insignificant improvement.

We have observed that the Claude models per-
form worst in the task and that low temperatures are
to be preferred. By excluding the Claude models
and temperatures above 0.3, the results in Figure 3
are obtained. Now, the advantage between the best
ensemble model (Weighted Sum) and best single
model is slightly larger (0.843 vs. 0.833). In other
words, the sentence error rate is reduced by 6.0 %.
This is the best result of all trials involving differ-
ent combinations of single models. The theoretical
upper bound on accuracy by an oracle model would
be 0.967. None of the ensembles reach accuracies
even close to that. Further analysis can be found in
Appendix C.

Finding related work on ensemble models built
on GPT-3.5 or GPT-4 is hard, and none of it ad-
dresses the GEC task. Work by Jiang et al. (2023),
Yuan et al. (2023), Fu et al. (2023), Manakul
et al. (2023), García-Díaz et al. (2023), and Por-
tillo Wightman et al. (2023) relate to other NLP
tasks, such as summarization, sentiment analysis
and question answering. Tang et al. (2023) create
ensembles of less advanced pre-trained language
models (BART, BERT, GPT-2 etc.) for Chinese
GEC, but fail to outperform the best single models.

7 Qualitative Evaluation

When the generated hypotheses were tagged as cor-
rect or incorrect, it was not known to the annotators
which model had produced them. Therefore, no
systematic qualitative evaluation of the differences
between Claude, GPT-3.5 and GPT-4 is available.
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Figure 3: Ensemble models (in blue-green) created from
a selection of single models (in red), based on GPT-3.5
and GPT-4 only (T < 0.4). The best ensemble model
(Weighted Sum) obtains an accuracy of 0.843. Second
best are the asymmetric decision trees N = 2, 3, 4 at
0.833, which is the same accuracy as for the best single
model.

Nonetheless, it appears that the models perform
on a continuum, where grammatical correctness,
fluency and coherence go hand in hand.

In general, the Claude models most faithfully
reproduce the original texts. However, this comes
at the expense of not correcting all grammatical
errors or resolving contradictions. The GPT mod-
els produce higher-quality output, but these models
also reformulate the texts to a higher extent. Very
few typos or grammar errors remain in their output.
The GPT models may have a tendency to “over-
correct” for fluency, but whether that is considered
good or bad is subjective.

The best ensemble model fluently combines sen-
tences from GPT-3.5 and GPT-4 output, but often
fails to replace the trickiest parts that go wrong in
the best single model with sentences that some less
reliable single model actually got right.

A full example of a text that is corrected by each
model type (Claude, GPT-3, GPT-4 and Ensemble)
is shown in Appendix D.

8 Discussion and Conclusion

Finnish is a morphologically rich language that is
considered hard to learn. This study has shown
the capacity of state-of-the-art large language mod-
els to produce accurate correction hypotheses for
challenging learner texts. Experiments could have
been conducted on simpler, established data sets in

other languages, but that would not have served the
purpose. However, the lack of appropriate anno-
tated data sets meant that a low-resource scenario
was adopted, with a data set consisting of 210 sen-
tences. As the output of every run had to be tagged
manually and there were 36 runs, the number of
sentences to tag was still rather high.

The annotation was performed using a binary
scheme: Either a sentence was considered fully
correct or incorrect. This obscures any differences
between “almost correct” and “totally wrong”.
Whereas this may seem too coarse an analysis on
the level of individual sentences, it is unlikely to
make a large difference for the data set as a whole
and the performance ranking of the models.

A verified gold-standard would allow for auto-
matic, faster testing. There are typically multiple
correct answers, however, and it is hardly possible
to know all possible alternatives in advance.

The benefit of the ensemble models turned out to
be limited. Alternative directions for improvement
might involve few-shot chain-of-thought prompting
and finetuning (Kwon et al., 2023; Fan et al., 2023).

9 Limitations

The present study is exploratory and the size of
the data set is small (25 learner texts consisting of
210 sentences in total). This means that very fine-
grained conclusions cannot be made, since some
observed differences are not statistically signifi-
cant. Nevertheless, the higher-level distinctions
are statistical significant, such as the difference in
performance between the different types of LLMs.
Additionally, all individual test results are plotted
as “swarms” in order to clearly visualize the mag-
nitude of the variance between different setups.

A larger data set would have been preferred, but
this would also have required a heavier annotation
effort. The annotation could also have been per-
formed differently. Initially, the two independent
annotators were in agreement on the category of
approximately 5/6 of the sentences. A joint de-
cision then needed to be made for the remaining
1/6. This was a pragmatic decision suitable for
an exploratory feasibility study. If the goal had
been to create a solid gold-standard reference for
wide public dissemination, more rigorous and time-
consuming approaches could have been considered.

Some prompt engineering was performed quali-
tatively, but no systematic quantitative evaluation
of the effect of changing the prompts was per-
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formed (see Appendix A).
A new version of Claude, Claude 2.0, has been

published after the experiments were run. New
experiments were not performed using Claude 2.0.

In this work, sentence accuracy is used as the
evaluation metric. Analyzing the precision and
recall of the corrections of specific error types is
beyond the scope of this study. The aim is to look
at the end result as a whole and investigate to what
extent challenging learner texts can be reformulated
into natural, correct, idiomatic language.

10 Ethical Considerations

The data set used in this study is a subset of the
International Corpus of Learning Finnish (ICLFI).
The corpus has been curated from authentic texts
written by students of the Finnish language at inter-
national universities. The identities of the authors
have nonetheless been protected. Names of people
and places have been anonymized in the texts.

Large language models are trained on very large
amounts of text data and may therefore learn harm-
ful biases and prejudices that are reflected in some
portions of the training data. Such tendencies have
not been observed in the texts generated by the
LLMs in this work.

Acknowledgments

I would like to express my sincere thanks and great
appreciation to my colleague Mikko Aulamo for
volunteering as an annotator of the data. I would
also like to thank my colleagues Teemu Vahtola,
Anssi Moisio and Jörg Tiedemann for valuable dis-
cussions and comments during the work on this
paper. Likewise, I am very grateful to the review-
ers of the manuscript for their insightful comments.
This work has been supported by the Behind the
Words project, funded by the Research Council of
Finland 2021–2023.

References
Steven Bird, Ewan Klein, and Edward Loper. 2019. Nat-

ural Language Processing with Python – Analyzing
Text with the Natural Language Toolkit.

Christopher Bryant, Mariano Felice, Øistein E. Ander-
sen, and Ted Briscoe. 2019. The BEA-2019 shared
task on grammatical error correction. In Proceedings
of the Fourteenth Workshop on Innovative Use of NLP
for Building Educational Applications, pages 52–75,
Florence, Italy. Association for Computational Lin-
guistics.

Christopher Bryant, Zheng Yuan, Muhammad Reza
Qorib, Hannan Cao, Hwee Tou Ng, and Ted Briscoe.
2023. Grammatical Error Correction: A Survey
of the State of the Art. Computational Linguistics,
pages 1–59.

Steven Coyne, Keisuke Sakaguchi, Diana Galvan-Sosa,
Michael Zock, and Kentaro Inui. 2023. Analyzing
the performance of GPT-3.5 and GPT-4 in Grammat-
ical Error Correction.

Mathias Creutz and Eetu Sjöblom. 2019. Toward au-
tomatic improvement of language produced by non-
native language learners. In Proceedings of the 8th
Workshop on NLP for Computer Assisted Language
Learning, pages 20–30, Turku, Finland. LiU Elec-
tronic Press.

Daniel Dahlmeier, Hwee Tou Ng, and Siew Mei Wu.
2013. Building a large annotated corpus of learner
English: The NUS corpus of learner English. In Pro-
ceedings of the Eighth Workshop on Innovative Use
of NLP for Building Educational Applications, pages
22–31, Atlanta, Georgia. Association for Computa-
tional Linguistics.

Yaxin Fan, Feng Jiang, Peifeng Li, and Haizhou Li.
2023. GrammarGPT: Exploring open-source llms
for native Chinese grammatical error correction with
supervised fine-tuning.

Tao Fang, Shu Yang, Kaixin Lan, Derek F. Wong, Jin-
peng Hu, Lidia S. Chao, and Yue Zhang. 2023. Is
ChatGPT a highly fluent grammatical error correc-
tion system? A comprehensive evaluation.

Xingyu Fu, Sheng Zhang, Gukyeong Kwon, Pramu-
ditha Perera, Henghui Zhu, Yuhao Zhang, Alexan-
der Hanbo Li, William Yang Wang, Zhiguo Wang,
Vittorio Castelli, Patrick Ng, Dan Roth, and Bing
Xiang. 2023. Generate then select: Open-ended vi-
sual question answering guided by world knowledge.
In Findings of the Association for Computational
Linguistics: ACL 2023, pages 2333–2346, Toronto,
Canada. Association for Computational Linguistics.

José Antonio García-Díaz, Camilo Caparros-laiz, Án-
gela Almela, Gema Alcaráz-Mármol, María José
Marín-Pérez, and Rafael Valencia-García. 2023.
UMUTeam at SemEval-2023 task 12: Ensemble
learning of LLMs applied to sentiment analysis for
low-resource African languages. In Proceedings of
the 17th International Workshop on Semantic Eval-
uation (SemEval-2023), pages 285–292, Toronto,
Canada. Association for Computational Linguistics.

Roman Grundkiewicz and Marcin Junczys-Dowmunt.
2018. Near human-level performance in grammati-
cal error correction with hybrid machine translation.
In Proceedings of the 2018 Conference of the North
American Chapter of the Association for Computa-
tional Linguistics: Human Language Technologies,
Volume 2 (Short Papers), pages 284–290, New Or-
leans, Louisiana. Association for Computational Lin-
guistics.

6

https://www.nltk.org/book/
https://www.nltk.org/book/
https://www.nltk.org/book/
https://doi.org/10.18653/v1/W19-4406
https://doi.org/10.18653/v1/W19-4406
https://doi.org/10.1162/coli_a_00478
https://doi.org/10.1162/coli_a_00478
http://arxiv.org/abs/2303.14342
http://arxiv.org/abs/2303.14342
http://arxiv.org/abs/2303.14342
https://aclanthology.org/W19-6303
https://aclanthology.org/W19-6303
https://aclanthology.org/W19-6303
https://aclanthology.org/W13-1703
https://aclanthology.org/W13-1703
http://arxiv.org/abs/2307.13923
http://arxiv.org/abs/2307.13923
http://arxiv.org/abs/2307.13923
http://arxiv.org/abs/2304.01746
http://arxiv.org/abs/2304.01746
http://arxiv.org/abs/2304.01746
https://doi.org/10.18653/v1/2023.findings-acl.147
https://doi.org/10.18653/v1/2023.findings-acl.147
https://doi.org/10.18653/v1/2023.semeval-1.38
https://doi.org/10.18653/v1/2023.semeval-1.38
https://doi.org/10.18653/v1/2023.semeval-1.38
https://doi.org/10.18653/v1/N18-2046
https://doi.org/10.18653/v1/N18-2046


Jarmo Jantunen. 2011. Kansainvälinen oppijansuomen
korpus (ICLFI): typologia, taustamuuttujat ja anno-
tointi. Lähivõrdlusi. Lähivertailuja, 21:86–105.

Jarmo Jantunen, Sisko Brunni, and University of Oulu,
Department of Finnish Language. 2013. Interna-
tional Corpus of Learner Finnish.

Dongfu Jiang, Xiang Ren, and Bill Yuchen Lin. 2023.
LLM-blender: Ensembling large language models
with pairwise ranking and generative fusion. In Pro-
ceedings of the 61st Annual Meeting of the Associa-
tion for Computational Linguistics (Volume 1: Long
Papers), pages 14165–14178, Toronto, Canada. As-
sociation for Computational Linguistics.

Sang Kwon, Gagan Bhatia, El Moatez Billah Nagoudi,
and Muhammad Abdul-Mageed. 2023. Beyond En-
glish: Evaluating LLMs for Arabic grammatical er-
ror correction. In Proceedings of ArabicNLP 2023,
pages 101–119, Singapore (Hybrid). Association for
Computational Linguistics.

Ruobing Li, Chuan Wang, Yefei Zha, Yonghong Yu, Shi-
man Guo, Qiang Wang, Yang Liu, and Hui Lin. 2019.
The LAIX systems in the BEA-2019 GEC shared
task. In Proceedings of the Fourteenth Workshop
on Innovative Use of NLP for Building Educational
Applications, pages 159–167, Florence, Italy. Associ-
ation for Computational Linguistics.

Yen-Ting Lin and Yun-Nung Chen. 2023. LLM-eval:
Unified multi-dimensional automatic evaluation for
open-domain conversations with large language mod-
els. In Proceedings of the 5th Workshop on NLP for
Conversational AI (NLP4ConvAI 2023), pages 47–
58, Toronto, Canada. Association for Computational
Linguistics.

Potsawee Manakul, Yassir Fathullah, Adian Liusie,
Vyas Raina, Vatsal Raina, and Mark Gales. 2023.
CUED at ProbSum 2023: Hierarchical ensemble
of summarization models. In The 22nd Workshop
on Biomedical Natural Language Processing and
BioNLP Shared Tasks, pages 516–523, Toronto,
Canada. Association for Computational Linguistics.

Courtney Napoles, Keisuke Sakaguchi, and Joel
Tetreault. 2017. JFLEG: A fluency corpus and bench-
mark for grammatical error correction. In Proceed-
ings of the 15th Conference of the European Chap-
ter of the Association for Computational Linguistics:
Volume 2, Short Papers, pages 229–234, Valencia,
Spain. Association for Computational Linguistics.

OpenAI. 2023. GPT-4 technical report.

Maria Carolina Penteado and Fábio Perez. 2023. Eval-
uating GPT-3.5 and GPT-4 on grammatical error
correction for Brazilian Portuguese.

Gwenyth Portillo Wightman, Alexandra Delucia, and
Mark Dredze. 2023. Strength in numbers: Es-
timating confidence of large language models by
prompt agreement. In Proceedings of the 3rd Work-
shop on Trustworthy Natural Language Processing

(TrustNLP 2023), pages 326–362, Toronto, Canada.
Association for Computational Linguistics.

Keisuke Sakaguchi, Courtney Napoles, Matt Post, and
Joel Tetreault. 2016. Reassessing the goals of gram-
matical error correction: Fluency instead of grammat-
icality. Transactions of the Association for Computa-
tional Linguistics, 4:169–182.

Eetu Sjöblom, Mathias Creutz, and Teemu Vahtola.
2021. Grammatical error generation based on trans-
lated fragments. In Proceedings of the 23rd Nordic
Conference on Computational Linguistics (NoDaL-
iDa), pages 398–403, Reykjavik, Iceland (Online).
Linköping University Electronic Press, Sweden.

Chenming Tang, Xiuyu Wu, and Yunfang Wu. 2023.
Are pre-trained language models useful for model
ensemble in Chinese grammatical error correction?
In Proceedings of the 61st Annual Meeting of the
Association for Computational Linguistics (Volume
2: Short Papers), pages 893–901, Toronto, Canada.
Association for Computational Linguistics.

University of Jyväskylä. 2016. The Finnish Subcorpus
of Topling - Paths in Second Language Acquisition.

Haoran Wu, Wenxuan Wang, Yuxuan Wan, Wenxiang
Jiao, and Michael Lyu. 2023. ChatGPT or Gram-
marly? Evaluating ChatGPT on Grammatical Error
Correction Benchmark.

Helen Yannakoudakis, Ted Briscoe, and Ben Medlock.
2011. A new dataset and method for automatically
grading ESOL texts. In Proceedings of the 49th
Annual Meeting of the Association for Computational
Linguistics: Human Language Technologies, pages
180–189, Portland, Oregon, USA. Association for
Computational Linguistics.

Jingheng Ye, Yinghui Li, Qingyu Zhou, Yangning Li,
Shirong Ma, Hai-Tao Zheng, and Ying Shen. 2023.
CLEME: Debiasing multi-reference evaluation for
grammatical error correction.

Xingdi Yuan, Tong Wang, Yen-Hsiang Wang, Emery
Fine, Rania Abdelghani, Hélène Sauzéon, and Pierre-
Yves Oudeyer. 2023. Selecting better samples from
pre-trained LLMs: A case study on question gener-
ation. In Findings of the Association for Computa-
tional Linguistics: ACL 2023, pages 12952–12965,
Toronto, Canada. Association for Computational Lin-
guistics.

7

https://doi.org/10.5128/LV21.04
https://doi.org/10.5128/LV21.04
https://doi.org/10.5128/LV21.04
http://urn.fi/urn:nbn:fi:lb-20140730163
http://urn.fi/urn:nbn:fi:lb-20140730163
https://doi.org/10.18653/v1/2023.acl-long.792
https://doi.org/10.18653/v1/2023.acl-long.792
https://doi.org/10.18653/v1/2023.arabicnlp-1.9
https://doi.org/10.18653/v1/2023.arabicnlp-1.9
https://doi.org/10.18653/v1/2023.arabicnlp-1.9
https://doi.org/10.18653/v1/W19-4416
https://doi.org/10.18653/v1/W19-4416
https://doi.org/10.18653/v1/2023.nlp4convai-1.5
https://doi.org/10.18653/v1/2023.nlp4convai-1.5
https://doi.org/10.18653/v1/2023.nlp4convai-1.5
https://doi.org/10.18653/v1/2023.nlp4convai-1.5
https://doi.org/10.18653/v1/2023.bionlp-1.51
https://doi.org/10.18653/v1/2023.bionlp-1.51
https://aclanthology.org/E17-2037
https://aclanthology.org/E17-2037
http://arxiv.org/abs/2303.08774
http://arxiv.org/abs/2306.15788
http://arxiv.org/abs/2306.15788
http://arxiv.org/abs/2306.15788
https://doi.org/10.18653/v1/2023.trustnlp-1.28
https://doi.org/10.18653/v1/2023.trustnlp-1.28
https://doi.org/10.18653/v1/2023.trustnlp-1.28
https://doi.org/10.1162/tacl_a_00091
https://doi.org/10.1162/tacl_a_00091
https://doi.org/10.1162/tacl_a_00091
https://aclanthology.org/2021.nodalida-main.44
https://aclanthology.org/2021.nodalida-main.44
https://doi.org/10.18653/v1/2023.acl-short.77
https://doi.org/10.18653/v1/2023.acl-short.77
http://urn.fi/urn:nbn:fi:lb-2016111802
http://urn.fi/urn:nbn:fi:lb-2016111802
http://arxiv.org/abs/2303.13648
http://arxiv.org/abs/2303.13648
http://arxiv.org/abs/2303.13648
https://aclanthology.org/P11-1019
https://aclanthology.org/P11-1019
http://arxiv.org/abs/2305.10819
http://arxiv.org/abs/2305.10819
https://doi.org/10.18653/v1/2023.findings-acl.820
https://doi.org/10.18653/v1/2023.findings-acl.820
https://doi.org/10.18653/v1/2023.findings-acl.820


Appendices

A Prompts

The following zero-shot prompt, written in Finnish,
was utilized to ask GPT-3.5 and GPT-4 to produce
corrected texts:
Hei! Korjaisitko seuraavan tekstin

siten, että siitä tulee sujuvaa,
erinomaista suomen kieltä eikä sisällä
asiavirheitä eikä kielioppivirheitä. Älä
kirjoita ylimääräistä tekstiä. Pelkkä
korjattu teksti riittää. Tekstin
alku:\n <LEARNER TEXT GOES HERE>\n Teksti
päättyy.

In English the prompt reads: Hi, could you
please correct the following text in such a way that
it becomes fluent, impeccable Finnish language
and does not contain factual errors or grammar
errors. Do not write superfluous text. Just the cor-
rected text is enough. Start of the text:\n <LEARNER

TEXT GOES HERE> \n Text ends.

The same prompt was basically used for the
Claude LLM as well, with the exception that
Claude requires the use of the keywords “Human:”
and “Assistant:” to mark the roles in the dialog:
\n\nHuman: Hei! Korjaisitko seuraavan

tekstin siten, että siitä tulee sujuvaa,
erinomaista suomen kieltä eikä sisällä
asiavirheitä eikä kielioppivirheitä. Älä
kirjoita ylimääräistä tekstiä. Pelkkä
korjattu teksti riittää.\n <LEARNER TEXT
GOES HERE>\n\nAssistant:

Some exploratory prompt engineering went into
the design of the final prompt, but no quantitative
evaluation was made. Specifically, it was observed
that the LLMs tended to embed their answers in
polite phrases to create the impression of a nat-
ural dialog. Therefore the prompt was modified
to explicitly state that only the actual correction
hypothesis was desired in the output.

B Random Fluctuation

For every learner text, 36 versions of corrected
texts were obtained. Three LLMs were used with
six temperature values each, and every such config-
uration was run twice. That is, every prompt was
submitted twice to the same LLM with the same
temperature.

As the LLMs are non-deterministic by nature,
results are expected to be slightly different on ev-
ery run. However, there should not be a systematic

Figure 4: Accuracies obtained for all the single mod-
els. The data points are exactly the same as in Figure 1,
but they have been grouped into “swarms” differently.
Rather than using temperature as the categorizing fea-
ture, we now study whether the result was produced by
running the configuration for the first or the second time.
Thus, for every LLM, there are six dots in light color
from running the prompts with six different tempera-
tures for the first time, and six dots in dark color, from
running the same setup again. If there is no systematic
ordering effect, the averages from both runs should be
approximately the same.

difference, such that better (or worse) results are
consistently obtained the first (or second) time the
same configuration is used. The accuracies pro-
duced by all single models are plotted in Figure 4,
organized by runs (first or second).

Statistical significance tests reject the hypothesis
that the models are effected by the order of the runs.
That is, the Claude, GPT-3.5 and GPT-4 models
behave as expected in this respect.

C Further Analysis of Ensemble Models

Ensemble models based on all 36 single models
were created. The accuracies obtained by the en-
semble models are shown in Figure 5 together with
the results from the individual single models. As
discussed in Section 6.2, this is not the best possible
result. A slightly better ensemble is obtained by us-
ing the Weighted Sum model and excluding all the
Claude models and any models with temperatures
above 0.3.

Claude + GPT-3.5? Inspired by the results from
combining GPT-3.5 with GPT-4, can we benefit
from combining GPT-3.5 with Claude as well? If,
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Figure 5: The single models (from Figure 1; in red) plot-
ted together with the ensemble models (in blue-green).
The best performing ensemble model is the asymmetric
decision tree variant called N = 2∗, which attains an
accuracy of 0.838. The model N = 4 performs on par
with the best single model (accuracy 0.833), but the re-
maining ensemble models perform worse than the best
single model.

for some reason, the best available LLM is not
available, can this be compensated by using an en-
semble of weaker LLMs? Unfortunately, this does
not seem possible. The highest accuracy observed
for an ensemble of GPT-3.5 and Claude models is
0.748. It is no better than an ensemble of GPT-3.5
models alone (accuracy: 0.752), and this setup out-
performs none of the twelve single GPT-4 models.

The Naive Bayes and Maximum Entropy classi-
fiers did not outperform the single models in the
experiments. Possibly, the training sets were insuf-
ficient, or these classifiers simply failed to capture
the correlations between features accurately. The
Naive Bayes classifier did, however, prove useful
as the fallback model in the decision-tree approach.

Further tests involved “standard”, symmetric de-
cision trees, using information gain as a splitting
criterion for features. Their learning ability was
poor on this task.

D Example Corrections

The differences between the different LLMs are
illustrated in Table 2 using an example text. Models
at temperature 0.1 have been selected as they are
generally the strongest performing single models.
Also the best ensemble model is included.

The text is challenging. In addition to spelling
and grammar errors, it contains a contradiction.

The Claude model most faithfully reproduces the
original text, leaving some grammatical errors and
a contradiction in the text.

The GPT models reformulate the text to a higher
extent. No typos or grammar errors remain. How-
ever, these models are not able to resolve all factual
errors. GPT-4 is more successful than GPT-3.5 at
this, by simply dropping a part of a sentence that it
cannot make sense of.

The ensemble model combines sentences from
GPT-3.5 and GPT-4 without arriving at a fully cor-
rect text in this case.

These examples also highlight some challenges
related to the annotation. Regarding the house be-
ing repaired when the laundry machine is broken,
the original text is not clear. Apparently something
needs to be fixed in the house because of the broken
laundry machine, and therefore that sentence was
annotated as correct. If Jutta thinks that Anssi is a
fun guy, does that mean that they have fun together?
The annotators found that to be the case. However,
Anna is not jealous because she herself finds Anssi
a fun guy, but because Jutta does. (Anna apparently
also likes Anssi, but not necessarily because of him
being fun.)
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Original

Minä lulee etttä, Anna on nyt niin erilainen kuin tavallisesti,
koska hänellä on stressi. Anna ei ole aikaa puhumaan Jutan
kanssa, koska korjata tule hänen kotiinsa. Annalla ei ole siihen
jokin hyvä syy, koska pesukone on rikki, pesukone on siihen
jokin hyvä syy. Minusta Anna on kateellinen, koska Juttasta
Anssi on hauska mies.

I belives thatt, Anna is now so different than usually, because
she is stressed. Anna is no time talking with Jutta, because
repair come to her house. Anna has not some good reason
for this, because the laundry machine is broken, the laundry
machine is a good reason for that. I think Anna is jealous,
because according Jutta Anssi is a fun guy.

Claude (T = 0.1)

Minä luulen, että Anna on nyt niin erilainen kuin tavallisesti,
koska hänellä on stressiä. Anna ei ole aikaa puhua Jutan
kanssa, koska korjaaja tulee hänen kotiinsa. Annalla ei ole
siihen jotain hyvää syytä, koska pesukone on rikki. Pesukone
on siihen jokin hyvä syy. Minusta Anna on kateellinen, koska
Juttasta Anssi on hauska mies.

I think that Anna is now so different than usual, because she is
stressed. Anna is no time to talk to Jutta, because a repairman
is coming to her house. Anna does not have some good reason
for this, because the laundry machine is broken. The laundry
machine is a good reason for that. I think Anna is jealous,
because according Jutta Anssi is a fun guy.

GPT-3.5 (T = 0.1)

Minä luulen, että Anna on nyt niin erilainen kuin tavallisesti,
koska hänellä on stressiä. Annalla ei ole aikaa puhua Jutan
kanssa, koska hänellä on korjaaja tulossa kotiinsa. Annalla
ei ole siihen mitään hyvää syytä, koska pesukone on rikki.
Pesukoneella on siihen jokin hyvä syy. Minusta Anna on
kateellinen, koska Jutan ja Anssin välillä on hauskaa.

I think that Anna is now so different than usual, because she
is stressed. Anna doesn’t have time to talk to Jutta, because
she will have a repairman come to her house. Anna has no
good reason for this, because the laundry machine is broken.
The laundry machine has a good reason for that. I think Anna
is jealous, because Jutta and Anssi have fun together.

GPT-4 (T = 0.1)

Minusta tuntuu, että Anna on nyt erilainen kuin tavallisesti,
koska hän on stressaantunut. Anna ei ehdi jutella Jutan kanssa,
koska hänen kotiaan ollaan korjaamassa. Annalla on hyvä
syy tähän, sillä hänen pesukoneensa on rikki. Minusta Anna
vaikuttaa kateelliselta, koska hänestä Anssi on hauska mies.

I think that Anna is now different than usual, because she
is feeling stressed. Anna doesn’t have time to talk to Jutta,
because her house is being repaired. There is a good reason
for this, because her laundry machine is broken. To me Anna
seems jealous, because she thinks Anssi is a fun guy.

Ensemble (Weighted Sum policy based on GPT-3.5 and GPT-4 models only with T < 0.4)

Minä luulen, että Anna on nyt niin erilainen kuin tavallisesti,
koska hänellä on stressiä. Anna ei ehdi puhua Jutan kanssa,
koska hänen kotiaan korjataan. Annalla ei ole siihen mitään
hyvää syytä, koska pesukone on rikki. Pesukoneella on siihen
jokin hyvä syy. Minusta Anna on kateellinen, koska Jutan ja
Anssin välillä on hauskaa.

I think that Anna is now different than usual, because she is
stressed. Anna doesn’t have time to talk to Jutta, because her
house is being repaired. Anna has no good reason for this,
because the laundry machine is broken. The laundry machine
has a good reason for that. I think Anna is jealous, because
Jutta and Anssi have fun together.

Table 2: A learner text (from Table 1) with corrections suggested by a Claude, GPT-3.5, and GPT-4 model as well
as an ensemble model. The Finnish text on the left is accompanied by an approximate English translation on the
right. Spelling mistakes and grammatical errors have been underlined. Factual errors, such as contradictions and
incorrect coreference are rendered in italics.
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Abstract

In recent years, large pre-trained language mod-
els (PLMs) have achieved remarkable perfor-
mance on many natural language processing
benchmarks. Despite their success, prior stud-
ies have shown that PLMs are vulnerable to
attacks from adversarial examples. In this
work, we focus on the named entity recogni-
tion task and study context-aware adversarial
attack methods to examine the model’s robust-
ness. Specifically, we propose perturbing the
most informative words for recognizing enti-
ties to create adversarial examples and investi-
gate different candidate replacement methods
to generate natural and plausible adversarial
examples. Experiments and analyses show that
our methods are more effective in deceiving
the model into making wrong predictions than
strong baselines.

1 Introduction

Existing methods for adversarial attacks mainly fo-
cus on text classification (Liang et al., 2018; Garg
and Ramakrishnan, 2020), machine translation (Be-
linkov and Bisk, 2018; Cheng et al., 2019), reading
comprehension (Jia and Liang, 2017; Wallace et al.,
2019), etc. A slight perturbation to the input can
deceive the model into making wrong predictions
or leaking important information. Such adversarial
attacks are widely used to identify potential vul-
nerabilities and audit the model robustness. How-
ever, in the context of named entity recognition
(NER), these adversarial attack methods are inade-
quate since they are not customized for the labeling
schemes in NER (Lin et al., 2021). This is es-
pecially problematic as the generated adversarial
examples can be mislabeled.

Prior studies have proposed various context-
aware attacks (i.e., perturb non-entity words) and
entity attack (i.e., perturb only entity words) meth-
ods to address this issue. Despite their success,
most existing methods randomly select words to

Figure 1: Comparison between adversarial attack with
and without perturbing informative words.

perturb without taking the linguistic structure into
consideration, limiting their effectiveness to con-
sistently generate natural and coherent adversarial
examples. Some words in a sentence are more
informative than others in guiding the model to
recognize named entities. For instance, in Figure 1,
the word “rackets" can provide more information
than the word “tournament" to infer the entity type
of “Wilson". Perturbing such words can be effec-
tive in leading to more incorrect model predictions.

In this work, we explore the correlation between
model vulnerability and informative words. We
aim to conduct adversarial attacks by perturbing the
informative words to expose the potential vulnera-
bilities of NER systems. To this end, we investigate
different candidate selection methods to determine
which words should be perturbed, including part-of-
speech (POS) tagging, dependency parsing, chunk-
ing, and gradient attribution. To demonstrate the ef-
fectiveness of our proposed methods, we adapt two
commonly-used candidate replacement approaches
to replace the selected candidate words: synonym
replacement (i.e., replace with a synonym) and
masked language model replacement (i.e., replace
with a candidate generated from a masked language
model). We conduct experiments on three corpora
and systematically evaluate our proposed methods
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Figure 2: The pipeline of the proposed context-aware adversarial attack, including candidate selection to determine
which words to perturb and candidate replacement for replacing candidate words.

with different metrics. Experimental results and
analyses show that our proposed methods can ef-
fectively corrupt NER models.

In summary, our contributions are as follows:
1. We investigate different methods to perturb

the most informative words for generating ad-
versarial examples to attack NER systems.

2. Experiments and analyses show that the pro-
posed methods are more effective than strong
baselines in attacking models, posing a new
challenge to existing NER systems.

2 Related Work

Adversarial attacks have been receiving increasing
attention in the field of NER. Prior work in this
research direction can be generally classified into
two categories: i) context-aware attacks and ii) en-
tity attacks. In the context-aware attacks, only the
non-entity context words are modified. To achieve
this, Lin et al. (2021) proposed to perturb the orig-
inal context by sampling adversarial tokens via a
masked-language model. Simoncini and Spanakis
(2021) presented multiple modification methods to
substitute, insert, swap, or delete characters and
words. Wang et al. (2021) studied to create adver-
sarial samples by concatenating different sentences
into a single data point. For entity attacks, the
entity words are modified while the non-entity con-
text words are kept unchanged. In particular, Lin
et al. (2021) exploited an external dictionary from
Wikidata to find replacements for entity instances.
Simoncini and Spanakis (2021) studied the use of
the SCPNs (Iyyer et al., 2018) to generate candi-
date paraphrases as adversarial samples. Reich et al.
(2022) proposed leveraging expert-guided heuris-
tics to modify the entity tokens and their surround-
ing contexts, thereby altering their entity types as

adversarial attacks. Wang et al. (2021) performed
adversarial attacks by swapping words or manipu-
lating characters.

3 Context-aware Adversarial Attack

In this work, we propose different methods to gen-
erate adversarial samples for the purpose of au-
diting the model robustness of NER systems. In
the following sections, we describe the two main
stages involved in this process: 1) candidate se-
lection, which aims to determine which candidate
words should be replaced; and 2) candidate replace-
ment, which aims to find the best way to replace
candidate words. The pipeline of adversarial data
generation is shown in Figure 2.

3.1 Candidate Selection

To effectively attack the model, we consider per-
turbing the most informative words for recognizing
entities. We investigate the following automated
methods to select such words as candidates:

• Random (RDM): select non-entity words at
random from the sentence as candidate words.

• POS tagging (PST): select semantic-rich non-
entity words as candidate words based on their
POS tags. Here, following Lin et al. (2021),
we consider selecting adjectives, nouns, ad-
verbs, and verbs.

• Dependency parsing (DEP): select the non-
entity words related to entity instances, includ-
ing ascendants and descendants, as candidate
words based on dependency parsing.

• Chunking (CHK): select the non-entity
words in the noun chunks that are close to en-
tity instances as candidate words to preserve
both semantic and syntactic coherence.

• Gradient (GDT): select the non-entity words
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Table 1: Comparison between different candidate selection methods using synonym replacement. RDM, PST, DEP,
CHK, GDT are short for random, POS tagging, dependency parsing, chunking, and gradient candidate selection,
respectively. The x-axis denotes the number of perturbed words while the y-axis denotes the difference in F1 scores.

according to the integral of gradients. We use
Integrated Hessians (Janizek et al., 2021) to
determine the importance of non-entity words
based on their feature interactions with entity
instances, and select the words with higher
importance scores to perturb.

To obtain linguistic features, including part-of-
speech tags, dependency parsing, and chunking,
for our proposed method, we use the statistical
model from spaCy 1 to process text. Then we se-
lect the candidate words to perturb based on this
information. For GDT, we use the gradient of the
pre-trained BERTbase model (Devlin et al., 2019)
to determine the importance of each word.

3.2 Candidate Replacement
Perturbations in text at the character-level can be
easily detected and defended by spell check and cor-
rection (Pruthi et al., 2019; Li et al., 2020). There-
fore, we exclusively focus on the word-level per-
turbations in this work. Simply replacing a word
with another one at random can lead to noisy data.
For instance, in Figure 1, the label for “Wilson" is
changed from ORG to PER by replacing “rackets"
with “guidance", which has a conflict with its orig-
inal gold label. Therefore, to keep original labels
valid, we investigate the following two approaches
to replace candidate words:

1https://github.com/explosion/spaCy

• Synonym Replacement: Using synonyms to
replace candidate words as adversarial sam-
ples can guarantee the preservation of text
semantics and make it hard to be perceived
by human investigation. We use the WordNet
(Miller, 1998) dictionary to find synonyms for
candidate words, and then randomly select
one of them as a replacement.

• Masked Language Model Replacement:
The masked language model (MLM) attempts
to predict the masked words in the given in-
put sequence. In our work, we first create
masks for candidate words, and then use a
masked language model RoBERTabase (Liu
et al., 2019) to generate a replacement based
on the context. This approach is capable of
preserving both semantics and syntax in the
generated adversarial samples.

4 Experiments

In this section, we present the experimental setup
and results. We systematically conduct experi-
ments to evaluate our proposed methods on three
corpora with different metrics and provide analyses
to better understand their effectiveness.

4.1 Experiment Setup

Datasets We evaluate the proposed methods on
three commonly-used corpora for NER tasks, in-
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Text
Similarity

Performance
Decrease

Table 2: Comparison between different candidate replacement methods when perturbing five words in each sentence.
RDM, PST, DEP, CHK, GDT are short for random, POS tagging, dependency parsing, chunking, and gradient
candidate selection, respectively.

cluding CoNLL03 (Tjong Kim Sang and De Meul-
der, 2003), OntoNotes5.0 (Pradhan et al., 2013),
and W-NUT17 (Derczynski et al., 2017). The data
statistics are summarized in Appendix A.

Victim Model The victim model consists of the
BERTbase (Devlin et al., 2019) as the base model
and a linear layer as the classifier to assign NER
tags. The details of hyper-parameters and fine-
tuning are described in Appendix B.

Evaluation Metrics To examine the effective-
ness of our proposed methods, we consider the
following metrics for evaluation:

• Textual Similarity (Sim.): cosine similarity
between adversarial examples and the corre-
sponding original examples using the Univer-
sal Sentence Encoder (Giorgi et al., 2021). A
higher textual similarity score indicates that
more semantics are preserved.

• Performance Decrease (∆Perf.): the differ-
ence in F1 scores between adversarial exam-
ples and their corresponding original exam-
ples. A higher performance decrease indicates
that the model makes more mistakes.

4.2 Main Results

We compare candidate selection and replacement
methods by perturbing the same number of words
in the sentences. Below we present experimental
results and summarize our findings:

Candidate Selection V.S. Metrics From the re-
sults in Table 1, we observe that the model perfor-
mance decreases rapidly under adversarial attacks.
When perturbing five words in the sentence, the F1
scores decrease by 10% ~20%. Among these attack
methods, GDT and RDM are more effective at de-
ceiving the model into making wrong predictions.
When performing attacks with RDM, however, the
text similarity is sacrificed in exchange for a greater
performance decrease, which can potentially make
adversarial examples easier to detect. Additionally,
it is worth noting that DEP is also effective at a
slight perturbation, although it can only result in a
smaller performance decrease as we increase the
number of perturbed words. In terms of textual
similarity and performance decrease, PST is the
least effective method in most cases.

Candidate Replacement V.S. Metrics The com-
parison between different candidate replacement
methods is shown in Table 2. In general, compared
to masked language model replacement, synonym
replacement can achieve a higher textual similar-
ity, indicating that more semantics are preserved in
adversarial examples. However, its performance de-
crease is quite limited. At a slightly lower textual
similarity, masked language model replacement
leads to a much larger performance decrease. Be-
sides, both replacement methods are relatively less
effective on the W-NUT17 corpus. Compared to
the text from CoNLL03 and OntoNotes5.0 which
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is long and formal, the text from W-NUT17 is short
and noisy as it contains many misspellings and
grammar errors. For this reason, the model can-
not rely too heavily on context when making pre-
dictions, limiting the effectiveness of adversarial
attacks on this corpus.

5 Conclusion

In this work, we study adversarial attacks to ex-
amine the model robustness using adversarial ex-
amples. We focus on the NER task and propose
context-aware adversarial attack methods to perturb
the most informative words for recognizing enti-
ties. Moreover, we investigate different candidate
replacement methods for generating adversarial ex-
amples. We undertake experiments on three cor-
pora and show that the proposed methods are more
effective in attacking models than strong baselines.

Limitations

The proposed methods require linguistic knowl-
edge (e.g., part-of-speech tags and dependency
parsing) to processing the text. Most existing tools
can automate this process for English. However,
these tools may need to be extended to support
other languages, especially for minority languages.
Additionally, the proposed methods maybe not ap-
plicable with low computational resources or in
real-time scenarios.
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A Data Statistics

Table 3 shows data statistics of the NER datasets
we used in our experiments:

Split CoNLL03 OntoNotes5.0 W-NUT17
Train 14,041 115,812 3,394
Validation 3,250 15,680 1,009
Test 3,453 12,217 1,287

Total 20,744 143,709 5,690

Table 3: Data Statistics of CoNLL03, OntoNotes5.0 and
W-NUT17 corpus.

B Hyper-parameters and Fine-tuning

For the victim model, we use the BERTbase (De-
vlin et al., 2019) without changing any hyper-
parameters. The learning rate is set to 5e-5 and
the training batch size is set to 8. We train the
model using the Adam optimizer (Kingma and Ba,
2015) with a weight decay 0.01 for 10 epochs on
CoNLL03 and OntoNotes5.0 data and 20 epochs
on W-NUT17 data. For the hardware, we use 8
NVIDIA V100 GPUs with a memory of 24GB.
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Abstract

This paper investigates effects of noisy source
texts (containing spelling and grammar errors,
informal words or expressions, etc.) on hu-
man and machine translations, namely whether
the noisy phenomena are kept in the transla-
tions, corrected, or caused errors. The anal-
ysed data consists of English user reviews of
Amazon products translated into Croatian, Rus-
sian and Finnish by professional translators,
translation students, machine translation (MT)
systems, and ChatGPT language model. The
results show that overall, ChatGPT and pro-
fessional translators mostly correct/standardise
those parts, while students are often keeping
them. Furthermore, MT systems are most prone
to errors while ChatGPT is more robust, but
notably less robust than human translators. Fi-
nally, some of the phenomena are particularly
challenging both for MT systems and for Chat-
GPT, especially spelling errors and informal
constructions.

1 Introduction

User-generated content (UGC) plays a great role
in the information society as it facilitates fast in-
formation sharing. Therefore, translation of user-
generated content is extremely important as it helps
to make information accessible in other languages.
There is a need for machine translation of UGC, as
it facilitates cross-cultural communication by fast
distribution of information across languages. There-
fore, understanding problems in machine transla-
tion of user-generated reviews is important as most
internet users trust the recommendations posted
online, which means that their correct translation
is essential. However, UGC input is still challeng-
ing for MT systems as it contains a considerable
amount of noise including different types of gram-
mar and spelling errors, emoticons and other sym-
bols, as well as informal words and expressions
including abbreviations (in this work, referred to

as "noisy" or "non-standard" phenomena). The MT
community has become aware of the existing prob-
lem: In WMT20221, the ’news’ task was replaced
by the ’general’ task in order to include other, under-
investigated, domains such as conversations, com-
mercial product descriptions, as well as UGC (so-
cial media posts, user reviews, Kocmi et al., 2022).
However, there is no clear understanding of what
exactly challenges MT systems while translating
UGC.
In addition, since such reviews are commonly

translated automatically, we do not know how hu-
man translators would deal with such problems.

The novelty of our study is that we analyse trans-
lation of noisy phenomena in both human and ma-
chine translations. We perform our analysis on
human, machine (MT) and large language model
(specifically GPT3.5) translations for the three
translation directions: English-Croatian, English-
Finnish and English-Russian. We analyse user re-
views of Amazon products which are not so noisy as
social media posts, such as Reddit and Twitter data,
but still contain numerous non-standard source phe-
nomena. Our research questions include:

RQ1 Which types of noise are typical for the En-
glish user reviews at hand?

RQ2 What are the effects of those noisy phenom-
ena onto different translations?

RQ3 Which noisy phenomena are particularly chal-
lenging for translation?

2 Related work

Although the issues of machine translation of user-
generated content have been investigated in several
works, many problems remain unsolved and under-
studied.

1https://www.statmt.org/wmt22/
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For instance, Roturier and Bensadoun (2011)
looked into the impact of the source quality in on-
line forums onto machine-generated translations.
They evaluated several systems and came to a con-
clusion that especially spelling errors represent a
problem. Misspelled words were also addressed
by Gupta et al. (2021) who analysed user-generated
reviews. Further problems that the authors focused
on included ungrammatical constructions and col-
loquial expressions.
Another approach to improve performance is to

use synthesized parallel data of UGC, as shown
by Marie and Fujita (2020). Berard et al. (2019)
suggested a number of strategies for dealing with
non-standard issues such as emoticons, emojis and
others. They included placeholders for rare charac-
ters, lowcasing and error detection and generation
amongst others.
Interestingly, phrase-based statistical machine

translation systems seemed to outperform the anal-
ysed attention-based neuronal ones when translat-
ing UGC, as stated by Rosales Núñez et al. (2019).
Another study on phrase-based statistical machine
translation (van der Wees et al., 2015) attempted to
describe errors occurring in UGC and their impact
on the MT output. The authors reported their obser-
vations on the effects showing that various types of
UGC differed in error distributions which required
diverse strategies for improvement.
This confirms observations by Baldwin et al.

(2013) who showed that there were both differences
and similarities in English social media text types
lying on a continuum of similarity ranging from mi-
croblogs to collaboratively-authored content. This
variation across UGC types points to the impor-
tance of analysis on different types of texts for a
better understanding of the phenomena. Besides
that, most of those studies were in pre-neural and
pre-generative era, which means that the current
system outputs may display different effects.
Their impact of various types of artificially cre-

ated noise on the quality of both statistical and
neural machine translation systems was examined
by Khayrallah and Koehn (2018). They showed
that neural machine translation was less robust to
many types of noise than statistical machine transla-
tion. The impact of various user-generated content
phenomena on translation performance was also
analysed by Rosales Núñez et al. (2021) who used
and annotated data set of UGC. The authors also
showed that traditional models (e.g. strict zero-shot
ones) could not handle certain phenomena such as

unknown letters.
A data set to evaluate the output of MT was pre-

sented by Fujii et al. (2020). The annotated phe-
nomena included proper nouns, abbreviations, col-
loquial expressions and words deviated from their
canonical forms. The evaluation results showed that
such phenomena, and specifically non-canonical
forms, challenge MT systems, even the widely used
off-the-shelf ones. The authors also claimed that
the amount of training data was not that important
in handling non-standard phenomena. There is a
need in special treatment against such phenomena
to further improve MT systems.

Our aim is not to assess or to improve the quality
of a machine translation system, but rather to anal-
yse the nature of the problems in the user-generated
reviews and to examine their impact on human trans-
lations and MT outputs including ChatGTP in three
different target languages. Our work is in this way
similar to approaches that present benchmark data
sets or annotated data. For instance, Michel and
Neubig (2018) similarly examined different types
of noise in a benchmark data set consisting of noisy
comments on Reddit and their professional transla-
tions.

We focus on the analysis of Amazon product re-
views, which were already addressed in (Popović
et al., 2021). The authors compared product reviews
with movie reviews, however, in terms of overall au-
tomatic and human scores. They also reported most
frequent translation errors, but without mentioning
the effects of the source texts. Popovic (2021) did
address the latter in identifying an error type called
“source error". However a detailed analysis of this
error type was missing.

While there are many studies addressing source
text errors or non-standard language use and their
impact on machine translated texts, analyses of
these phenomena in product review translation is
still insufficient.

Furthermore, a better understanding of such phe-
nomena in not only machine but also human trans-
lation is needed. To our knowledge, there has been
no work involving human translation so far.

Moreover, no further studies known to us looked
into translation of UGC with the help of ChatGPT.
That is why we perform an analysis of effects of non-
standard phenomena in multiple human and ma-
chine translations, including translations by Chat-
GPT, for three translation directions.
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3 Data
For our analysis, we use the publicly available cor-
pus DiHuTra2 (Lapshinova-Koltunski et al., 2022).
The corpus contains English Amazon product re-
views and their translations into three languages,
Croatian, Russian and Finnish, produced by two
groups of translators: several professional transla-
tors and several students. The translators were only
instructed to keep the given segmentation and not to
use any MT system. They did not receive any guide-
lines about how to treat the noise and informality
in the reviews. The reason for omitting such guide-
lines was to collect data on different ways translator
respond to such features. Therefore, the corpus is
suitable for exploring the subjectivity in translating
UGC.
For Croatian MT outputs, we used the two best

ranked outputs by human evaluation from theWMT
2022 shared task3 (Kocmi et al., 2022). For Rus-
sian MT outputs, we used Google Translate4 and
DeepL Translator5. The Finnish MT outputs were
produced using OPUS-MT (Tiedemann and Thot-
tingal, 2020) pre-trained model (opus+bt-news-
2020-03-21) and Google Translate6. ChatGPT7

outputs for all target languages were generated us-
ing the publicly available GPT 3.5 version. Since
human translators were given only simple instruc-
tions, a similar approach was used for ChatGPT as
well, namely a simple prompt "translate into Croat-
ian/Russian/Finnish".

The data set includes 196 Amazon reviews, four-
teen from each of the fourteen products/topics, con-
sisting of 1015 segments. The number of running
words and vocabulary size for the source text and
for each of the translations can be seen in Table 1.

4 RQ1: Noisy phenomena in English user
reviews

Overall analysis To address the first research
question, we identify different types of noisy phe-
nomena in the source text. Without using a pre-
defined scheme for these phenomena, we started

2http://hdl.handle.net/21.11119/
0000-000A-1BA9-A

3https://www.statmt.org/wmt22/
translation-task.html

4https://translate.google.com/, accessed in Febru-
ary 2023

5https://www.deepl.com/en/translator, accessed in
August 2023

6accessed in December 2023
7https://chat.openai.com/, accessed in November

2023

text running words vocabulary
en source 15,236 3,155
hr prof 13,981 4,359
hr stud 13,931 4,446
hr mt1 13,467 4,309
hr mt2 13,465 4,247
hr gpt3.5 14,170 4,265
ru prof 14,217 4,414
ru stud 14,247 4,523
ru mt1 14,472 4,348
ru mt2 14,635 4,391
ru gpt3.5 15,015 4,397
fi prof 11,709 4,612
fi stud 12,274 4,665
fi mt1 11,977 4,461
fi mt2 11,988 4,421
fi gtp3.5 12,299 4,449

Table 1: Corpus statistics.

searching for errors, informal and non-standard
parts of the source and identified these phenom-
ena on the fly. In total, at least one phenomenon
was found in 597 segments (58.8%), while the re-
maining 418 (41.2%) were clean.
The identified phenomena, as well as their dis-

tributions in source texts can be seen in Table 2
containing absolute number of occurrences, as well
as the proportion against all identified phenomena.
Table reveals that non-standard capitalisation is
the most frequent one, followed by incorrect com-
binations of punctuation and space (pun+space),
non-standard punctuation marks (punctuation), and
spelling errors (spelling), missing pronouns (pro-
noun), and informal expressions and words (infor-
mal). Less common phenomena include missing
or added spaces (space), incorrect morphological
forms such as number, case, tense (form), missing
articles (article), incorrect/non-standard structure
such as combination and order of words (structure),
format conversions (format), missing verbs (verb),
added/repeated content (addition), symbols such
as emoticons (symbol). There are several rare phe-
nomena, namely missing prepositions (preposition),
shortened versions of words (short), lexical errors
(lexical), and conjunctions.

For the overall analysis of translations in Sec-
tion 5.1, we consider all the phenomena, while the
detailed analysis of effects of each phenomena in
Section 5.2 includes only the most frequent ones
(threshold of 50 occurrences). Although this thresh-
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phenomenon occurrences in %
capitalisation 225 27.3
pun+space 123 14.9
punctuation 109 13.2
spelling 84 10.2
pronoun 81 9.8
informal 53 6.4
space 26 3.2
form 25 3.0
article 19 2.3
structure 17 2.1
format 16 1.9
verb 14 1.7
addition 11 1.3
symbol 9 1.1
preposition 5 0.6
shortened 5 0.6
lexical 1 0.1
conjunction 1 0.1
total 824

Table 2: Distribution of noisy phenomena in the source
text (English user reviews).

oldmight sound somewhat arbitrary, we believe that
the results of an in-depth analysis of the less fre-
quent and especially rarely occurring phenomena
would not be reliable. For the sake of complete-
ness, we presents the analysis of these phenomena
in Appendix.

Most frequent noisy phenomena Table 3 shows
examples of the predominant types of noise:

capitalisation includes example 1) with several
fully capitalised words8, example 2) with one
capitalised word. Example 3) shows the En-
glish pronoun I which does not impact the
given target languages, but was included for
completeness. Examples 4) and 5) show capi-
talisation errors in named entities, and exam-
ple 6) an incorrectly capitalised adverb.

pun+space comprises various incorrect combina-
tions of punctuation marks and spaces: in ex-
amples 7), 8) and 9) space is missing, in 10)
and 11) the space is placed before the punctu-
ation.

punctuation includes repeated question or excla-
mation marks (12), missing punctuation marks
(13) and punctuation errors (14).

8Sometimes the entire review was written in capital letters.

spelling errors result in non-existing words (15)
or homophones (16 and 17).

pronouns are often omitted in the reviews (18, 19):
on one hand, it does not impact the given tar-
get languages due to their pro-drop character,
on the other hand, this may cause verb errors
related to person and number.

informal refers to informal usage of symbols (20),
spelling (21) as well as words or expressions
(22).

A number of segments contains more than one
non-standard phenomenon (examples 23–27). In
example 23), the pronoun this should be in plural
(these), and the article and the pronoun are missing
(to test first should be to test the first one).

Example 24) contains several capitalisation er-
rors (this at the beginning of the sentence, i, and
MAc instead of MAC), as well as one spelling error
(isnt).

Example 25) illustrates a named entity with in-
correct capitalisation (sherlock) and one with both
incorrect capitalisation and spelling error (homes
instead of Holmes).

All words in the sentence are fully capitalised in
example 26), and one of them is also incorrectly
spelled (CLAPTION instead of Clapton).
A pronoun is missing at the beginning of exam-

ple 27) and a comma is missing after case. More-
over love is capitalised and repeated (LOVE LOVE
LOVE).

5 Analysis of translations

In the next step, we address the second and the third
research questions. We present the results on all tar-
get languages together, because the overall tenden-
cies are similar. The detailed results for each target
language separately can be found in Appendix.

5.1 Effects of source noise on translations
(RQ2)

We start with annotating translations to determine
the effects caused by the phenomena identified in
Section 4 (RQ2). Each target language was covered
by one annotator9, native speaker of the correspond-
ing language with expertise and experience in both
human and machine translation.

9An exception is the English-Russian pair, where the anno-
tations were cross-checked by the second annotator.
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phenomenon example
capitalisation 1) DO NOT BUY!

2) This is NOT a good product!
3) i just received mine
4) Bill gates
5) Do not order on AMAzon!
6) Very Cheaply made product.

pun+space 7) This is what I needed.It was in good condition
8) perfect size–not too big, not too small
9) didn’t even try to use it...just packed it up
10) Exactly what I need .Easy to handle.
11) Absolutely love the case !!

punctuation 12) Wonderful!!!
13) I love this book[] I bought it last year[]
14) batteries already dead..

spelling 15) Heavenly Hiway Hymns
16) It does exactly what it’s supposed too.
17) the phone says its charging

pronoun 18) [] Have enjoyed it for years
19) [] Have not even introduced markers

informal 20) Not worth the $$
21) I was sooo blessed
22) Yay!

form, art, pron, pun+space 23) I bought 2 of this and tried to test [] first [] ...
cap, cap 24) this is fake MAC, i just received mine and
spell, cap super upset to find out it isnt real MAc.
cap, spell&cap 25) sherlock homes
cap, cap&spell, cap, cap 26) NOT CLAPTION MUSIC VIDEO!
pron, pun, 27) [] Don’t know what I would do without
informal&cap this case[] LOVE LOVE LOVE it.

Table 3: Examples of the most prominent noisy phenomena in English user reviews: 1)–22) represent examples of
single phenomenon in a segment, 23–27) represent multiple phenomena.

The annotators were given the following instruc-
tions: for each instance of a non-standard noisy
phenomenon, assign:

• "y" (yes) if the phenomenon is kept in the trans-
lation

• "n" (no) if the phenomenon is corrected in
the translation, or avoided by translating in a
different way

• "e" (error) if the phenomenon caused a trans-
lation error of any type (mistranslation, omis-
sion, addition, grammar error, ...)

A phenomenon that was marked as “kept" might
not be replicated in the translation in the exactly
same form as in the target text. Rather, a slightly
modified but still informal feature might be used

by the translator (see e.g. the second example in
Table 6). It should be noted that an informal feature
being kept in the translation does not necessarily
constitute an "error". It may be an intentional choice
by the translator to aim for so-called dynamic equiv-
alence (Nida, 1964) by creating a similar effect in
the translation as in the source text. In other cases,
however, source text may lead to issues that are con-
sidered translation errors. A detailed analysis of
the types of error found in the translated versions
is outside of the scope of this paper.

Table 4 displays the distribution of effects in dif-
ferent translations for all target languages together.
It can be noted that the noisy sources are mostly cor-
rected by ChatGPT (about 75%), followed by pro-
fessional and student translators (60-70%), while
MT systems correct only about a half. Furthermore,
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n y e
prof 68.8 29.3 1.9
stud 62.5 34.9 2.6
mt 51.9 35.2 12.9
gpt 75.7 19.8 4.5

Table 4: Distribution of effects of all source non-standard
phenomena in different translations into all languages.

student translators keep a similar amount of noise
as MT systems (35%), professionals keep about
30% while ChatGPT keeps only about 20%. As for
errors, almost 13% of noisy parts translated by MT
systems result in errors, while ChatGPT is much
more robust with only 4.5% of errors, however no-
tably less robust than human translators with about
2-3%.

5.2 Effects of individual noisy phenomena
(RQ3)

We address the most frequent phenomena as men-
tioned in Section 4 above. Since the overall tenden-
cies are similar for all languages, the proportions
(in %) given in Table 5 are calculated on all target
languages together, while the individual results are
presented in Appendix.
We observe the following tendencies:

capitalisation is slightly more often kept than
corrected in all types of translations with exception
of ChatGPT which exhibits a reverse tendency. Fur-
thermore, capitalisation causes rarely errors in hu-
man translations (1.3-1.6%), slightly more in Chat-
GPT (3.6%) and most often in MT, however less
than 9%.

pun+space is almost always corrected by Chat-
GPT (97.5%) and frequently corrected by humans
and MT. However, students keep it more often than
professionals and MT systems. Less than 1% of
them cause errors in human anc ChatGPT transla-
tions, and less than 3% in MT systems.

punctuation is very often corrected by ChatGTP
(more than 90%) and more often corrected by pro-
fessionals (58.4%) than by students (45%). Fur-
thermore, students and MT systems keep them
more often (50-60%) than professionals (40.4%)
and ChatGTP (22.3%). The amount of errors in all
translations is comparably slightly higher than for
pun+space.

spelling is almost completely corrected by pro-
fessionals and ChatGPT (over 90%) and slightly

phenomenon n y e
capitalisation prof 47.3 51.4 1.3

stud 46.1 52.3 1.6
mt 37.2 54.2 8.7
gpt 56.4 40.0 3.6

pun+space prof 75.6 23.6 0.8
stud 64.8 34.7 0.5
mt 69.9 27.2 2.9
gpt 97.5 2.2 0.3

punctuation prof 58.4 40.4 1.2
stud 45.0 53.5 1.5
mt 38.2 58.0 3.8
gpt 76.4 22.3 1.2

spelling prof 90.9 7.5 1.6
stud 86.1 10.7 3.2
mt 66.5 11.5 22.0
gpt 90.5 2.0 7.5

pronoun prof 80.2 18.5 1.2
stud 76.5 21.8 1.6
mt 75.9 10.4 13.2
gpt 73.2 21.0 5.6

informal prof 76.7 16.4 6.9
stud 71.1 20.1 8.8
mt 48.7 11.3 39.9
gpt 74.2 13.2 12.6

Table 5: Effects of the most frequent source phenomena
on different types of translations for all languages.

less by students (86.1%). In MT outputs, 22% of
them cause errors, indicating that spelling errors
are problematic for MT robustness. ChatGPT is
less sensitive, but still 7.5% of them result in trans-
lation errors. Even student translators with 3.2%
are notably more prone to errors than professionals.

pronoun Most of the missing pronouns do not
have effect on human translations, but 13.2% of
them cause errors in MT. ChatGPT is again more
robust, with 5.6% of errors.

informal is often corrected by human translators
and ChatGTP (about 75%). Also, students keep the
informality at most (20.1%). Furthermore, almost
40% of informal constructions cause MT errors,
and therefore, they should be taken into account
for the MT robustness. ChatGPT is again more
robust than MT systems, but still 12% of informal
constructions result in translation errors.

All in all, spelling errors and informal parts rep-
resent the most prominent challenges both for MT
systems and for ChatGTP, although ChatGPT is
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generally more robust to noise.
Other potential challenging types of noise, such

as structure, space, form, verb (see Table 8 in Ap-
pendix) show the same tendencies, however they
are rarely appearing in the analysed corpus so the
results are not reliable and should be investigated
further.

5.2.1 Examples of some specific effects
Table 6 illustrates three examples of noisy source
texts and all their translations.
The first example contains one phenomenon

only, i.e. added space (a way instead of away),
which caused a mistranslation error in Croatian and
Finnish MT outputs, literal translation of give a
way in Russian MT outputs, and an omission in
Russian students’ translation. ChatGPT translated
it correctly into all target languages.

The second example contains more phenomena:
missing pronoun I at the beginning of the sentence,
missing comma after case, and the fully capitalised
informal expression LOVE LOVE LOVE. The miss-
ing pronoun has been kept in all translations, how-
ever, due to language properties it has an effect only
on Russian translations by keeping the informal
tone. The punctuation is added in some of trans-
lations, and it does not cause any errors in others.
As for LOVE LOVE LOVE, capitalisation is kept in
almost all translations except the one by Russian
students. The informality is "corrected" only in the
Croatian ChatGPT translation. In all other trans-
lations it is either kept (in all human translations
and one Russian MT output) or caused errors (in
the remaining MT outputs). The nature of errors is
diverse: while in one Finnish and one Russian MT
outputs this part is omitted, in the other Finnish out-
put this part remained untranslated, and Croatian
MT outputs contain incorrect disambiguation of the
word love: an incorrect person of the verb love and
the noun love. Keeping the informality is also di-
verse: Croatian students and Finnish professionals
did not repeat the word three times, but introduced
spaces/hyphens between the letters/syllables, while
in the rest of the translations the three repetitions
are kept. The Russian student, though, did not keep
the capitalisation, and Russian ChatGPT used the
word only once but added an adverb intensifying the
meaning of the word. In fact, using the verb (love)
three times should infer intensifying its meaning.

The third example is the most complex one, not
only because of multiple phenomena but also be-
cause of ambiguity (mentioned in Section 4). Two

phenomena are clear: the incorrect form of the pro-
noun this and the space before the punctuation mark
... in the end. While the incorrect form caused an
error in Croatian and one of the Finnish MT out-
puts, the punctuation+space did not cause any, but
was only kept in some of the translations.

However, the expression to test first is ambiguous
since it can be interpreted in two ways: (a) to test
the first one, or (b) to test (one of) them first. The an-
notator who identified the phenomena in the source
language perceived the version (a) and therefore an-
notated the source as presented in Table 6. Further
inspection revealed that different annotators as well
as different translators had different interpretations.
Croatian and Finnish professionals both read it as
(b), and students read it as (a). Russian profession-
als, on the other hand, simply omitted the missing
object, as did the two MT systems. In the version
produced by ChatGPT, we observe the (a) reading
in Croatian, the (b) reading in Russian, and the
omission error in Finnish. As for annotators’ inter-
pretation, the Croatian one opted for (a) and there-
fore assigned an "e" to the professional translation,
whereas the Finnish annotator perceived both (a)
and (b) so they did not assign errors to any human
translation. The Russian annotator also perceived
the ambiguous reading including both (a) and (b).
However, the object (it or them or the first one) is
missing in the professional translation and in the
two machine translations, so this case was tagged as
an error. Although the translation by ChatGPT cor-
responds to the (b) reading, the annotator marked
it as an error agreeing on the disambiguation as (a)
suggested by the other annotators.

6 Conclusions

This work presents a detailed analysis of the ef-
fects of non-standard phenomena in source texts
generated by users on both human and machine
translations. While issues in machine-translated
user-generated content has been already addressed
and partly solved before, a better understanding
of how to deal with non-standard language use in
translation in general, also in human translation, is
missing.

RQ1 Our results show that capitalisation, punctu-
ation and space, spelling, missing pronouns, as well
as informal usage of symbols and words belong to
the most frequent noisy phenomena for Amazon
product reviews written in English.
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1) source We just gave this game a way and kept our old one!
(space)

hr prof Ovu smo igru proslijedili dalje i zadržali našu staru! n
hr stud Upravo smo vratili ovu igru i zadržali staru!!! n
hr mt1 Upravo smo poboljšali ovu igru i zadržali našu staru! e
hr mt2 Upravo smo omogućili ovu igru i zadržali našu staru! e
hr gpt Ovu novu igru smo samo poklonili i zadržali staru! n
ru prof Мы отдали эту игру, а себе оставили старую! n
ru stud В итоге мы [] играли в нашу старую игру! e
ru mt1 Мы просто дали этой игре дорогу и сохранили старую! e
ru mt2 Мы просто дали этой игре дорогу и сохранили нашу старую! e
ru gpt Мы просто подарили эту игру и сохранили нашу старую! n
fi prof Annoimme tämän pois ja pidimme vanhan versiomme! n
fi stud Me vain annoimme tämän pelin pois ja pidimme vanhan! n
fi mt1 Me vain annoimme tälle pelille keinon ja pidimme vanhan! e
fi mt2 Annoimme tälle pelille tavan ja säilytimme vanhan! e
fi gpt Juuri annoimme tämän pelin pois ja pidimme vanhan! n

2) source [] Don’t know what I would do without this case[] LOVE LOVE LOVE it.
(pronoun punctuation informal capitalisation)

hr prof Ne znam što bih bez ove maskice. VOLIM VOLIM VOLIM je. n n y y
hr stud Ne znam što bih bez ove maskice – O-BO-ŽA-VAM ju. n n y y
hr mt1 Ne znam što bih bez ove kutije VOLI VOLI VOLI to. n y e y
hr mt2 Ne znam što bih napravio bez ovog slučaja LJUBAV LJUBAV LJUBAV to. n y e y
hr gpt Ne znam što bih radio bez ovog slučaja, OBOŽAVAM ga. n n n y
ru prof Не знаю, что бы делала без него КРУТО КРУТО КРУТО. y n y y
ru stud Не знаю, что бы я делал без этого чехла. Очень, очень, очень доволен. y n y n
ru mt1 Не знаю, что бы я делал без этого чехла ЛЮБЛЮ ЛЮБЛЮ ЛЮБЛЮ. y n y y
ru mt2 Не знаю, что бы я делал без этого чехла. [] y n e e
ru gpt Не знаю, что бы я делал без этого чехла. ОЧЕНЬ ЛЮБЛЮ его. y n y y
fi prof En tiedä mitä tekisin ilman tätä kuorta! R A K A S T A N. n n y y
fi stud En tiedä, mitä tekisin ilman tätä koteloa. RAKASTAN RAKASTAN RAKASTAN sitä. n n y y
fi mt En tiedä, mitä tekisin ilman tätä juttua. [] n n e e
fi mt2 En tiedä mitä tekisin ilman tätä tapausta LOVE LOVE LOVE sitä. n y e y
fi gpt En tiedä, mitä tekisin ilman tätä koteloa. RAKASTAN, RAKASTAN, RAKASTAN sitä. n n y y

3) source I bought 2 of this and tried to test [] first [] ...
(form article pronoun pun+space)

hr prof Kupio sam 2 komada i prvo sam ih pokušao testirati ... n e e y
hr stud Kupio sam dva primjerka i pokušao isprobati jedan od njih... n n n n
hr mt1 Kupio sam 2 od ovoga i prvo [] pokušao testirati ... e e e y
hr mt2 Kupio sam 2 od ovoga i prvo [] pokušao testirati ... e e e y
hr gpt Kupio sam 2 ovakva proizvoda i pokušao testirati prvi... n n n n
ru prof Я купил 2 аккумлятора и решил проверить []... n e y n
ru stud Я приобрел две штуки этого зарядного устройства и

решил испытать первое... n n n n
ru mt1 Я купил 2 таких и попытался сначала протестировать []... n e y n
ru mt2 Купил 2 штуки и попробовал сначала протестировать []... n e y n
ru gpt Купил 2 штуки и решил сначала протестировать одну из них... n e y n
fi prof Ostin kaksi tällaista ja yritin ensin testata yhtä ... n n n y
fi stud Ostin näitä kaksi ja kokeilin ensimmäistä... n n n n
fi mt1 Ostin tästä kaksi ja yritin testata ensin []. e e e n
fi mt2 Ostin 2 tätä ja yritin testata ensin [] ... y e e y
fi gpt Ostin 2 näitä ja päätin testata ensin []... n e e n

Table 6: Examples of effects of different non-standard phenomena on translations; example 3 could be interpreted in
two ways.
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RQ2 In our data, these phenomena are mostly
converted into a standard form by ChatGPT, fol-
lowed by professional translators, while students
and MT systems are often keeping them. Further-
more, MT systems often generate a translation error,
while ChatGPT is more robust to the noise in the
source text.

RQ3 Our further observation is that spelling er-
rors (especially those resulting in an existing word)
and informal constructions are particularly difficult
for MT systems, as well as for ChatGPT although to
a less extent. The results also indicate that incorrect
or non-conventional structure as well as incorrect
word forms also represent a potential challenge,
however further work is needed in this direction
since these types of noise are not sufficiently fre-
quent in our data.

We believe that our results are of interest for both
NLP and translation studies. On the one hand, our
findings can help improving robustness of MT sys-
tems. On the other hand, the work should give an
idea about the guidelines for human translators if
human translations are needed for user-generated
texts: translator guidelines should be clear on how
and if source errors should be corrected in the result-
ing translation. Also, the findings could be helpful
for guidelines for human evaluation of translated
used-generated content - what should be considered
as an error and what not.
Future work should further investigate the most

prominent phenomena and their sub-types. Besides
that, creating challenge test sets to better understand
each phenomenon could be an asset. We also plan
to look into the types of translation errors in more
detail. Moreover, more noisy UGC (such as social
media) should be analysed as well. Furthermore, we
plan to extend the analysis on outputs produced by
other large language models, as well as to explore
different prompts.

Limitations

We investigate only one type of user-generated con-
tent, namely user reviews. This sub-domain is rela-
tively clear compared to other noisy types such as
social media posts, as it contains less non-standard
texts. Therefore, some potentially problematic phe-
nomena do not appear at all or not sufficiently often
in the analysed corpus. However, most of the anal-
ysed phenomena appear in other types of UGC, too.

Also, we investigate only English as the source
language. More source languages should be ex-

plored in future work.
The annotation of each translated text was car-

ried out by a single evaluator with an exception for
Russian, where problematic cases were discussed
in a team of trained linguists.
While all source sentences were translated by

each of the MT systems and ChatGPT, they were
not translated by each of the individual translators,
but only by each group of the translators.
Using different MT systems for different target

languages can be a disadvantage, but on the other
hand it introduces more diversity.
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(a) en-hr

n y e
prof 604 73.3 208 25.2 12 1.5
stud 553 67.1 255 31.0 16 1.9
mt1 437 53.0 309 37.5 78 9.5
mt2 435 52.8 302 36.6 87 10.6
gpt 634 76.9 157 19.0 33 4.0

(b) en-ru

n y e
prof 538 65.3 260 31.6 26 3.2
stud 506 61.4 285 34.6 33 4.0
mt1 474 57.5 288 35.0 62 7.5
mt2 511 62.0 263 31.9 50 6.1
gpt 631 76.6 163 19.8 30 3.6

(c) en-fi

n y e
prof 558 67.7 256 31.1 10 1.2
stud 486 59.0 322 39.1 16 1.9
mt1 332 40.3 274 33.2 218 26.5
mt2 376 45.6 306 37.1 142 17.2
gpt 607 73.7 169 20.5 48 5.8

Table 7: Distribution of effects of all noisy phenomena
on each translation into each target language: (a) Croat-
ian, (b) Russian, (c) Finnish.

A.2 Effects of less frequent types of noise on
all target languages together

A.3 Effects of different types of noise on each
of the translations

phenomenon n y e
space prof 78.2 18.0 3.8
(26) stud 69.2 26.9 3.8

mt 57.7 22.4 19.9
gpt 73.1 21.8 5.1

form prof 93.3 6.7 0
(25) stud 96.0 2.7 1.3

mt 76.0 6.0 18.0
gpt 90.6 2.7 6.7

article prof 94.7 0 5.3
(19) stud 100 0 0

mt 89.5 0.9 9.6
gpt 94.7 0 5.3

structure prof 90.2 9.8 0
(17) stud 74.5 11.8 13.7

mt 28.4 32.4 39.2
gpt 68.6 17.7 13.7

format prof 75.0 18.8 6.2
(16) stud 37.5 47.9 14.6

mt 41.7 45.8 12.5
gpt 95.8 0 4.2

verb prof 85.7 11.9 2.4
(14) stud 78.6 21.4 0

mt 61.9 25.0 13.1
gpt 73.8 11.9 14.3

addition prof 81.8 12.1 6.1
(11) stud 78.8 18.2 3.0

mt 77.3 9.1 13.6
gpt 87.9 12.1 0

symbol prof 11.1 81.5 7.4
(9) stud 14.8 77.8 7.4

mt 7.4 77.8 14.8
gpt 14.8 81.5 3.7

preposition prof 93.3 6.7 0
(5) stud 93.3 6.7 0

mt 76.7 6.6 16.7
gpt 100 0 0

shortened prof 80.0 20.0 0
(5) stud 73.3 26.7 0

mt 76.7 16.7 6.6
gpt 86.7 13.3 0

lexical prof 100 0 0
(1) stud 100 0 0

mt 83.3 0 16.7
gpt 100 0 0

conjunction prof 100 0 0
(1) stud 66.7 33.3 0

mt 33.3 50.0 16.7
gpt 66.7 0 33.3

Table 8: Effects of less frequent (< 30 occurrences in
source) source phenomena on different types of transla-
tions for all languages.
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en-hr en-ru en-fi
phenomenon text n y e n y e n y e
capitalisation prof 109 114 2 100 119 6 110 114 1
(225) stud 115 110 0 106 110 9 90 133 2

mt1 80 138 7 91 118 16 85 94 46
mt2 80 134 11 102 113 10 64 134 27
gpt 122 96 7 137 82 6 122 92 11

pun+space prof 98 25 0 91 30 2 90 32 1
(123) stud 76 47 0 81 40 2 82 41 0

mt1 87 36 0 105 18 0 46 67 10
mt2 87 36 0 99 15 9 92 29 2
gpt 120 2 1 119 4 0 121 2 0

punctuation prof 70 38 1 57 49 3 64 45 0
(109) stud 55 54 0 45 59 5 47 62 0

mt1 26 82 1 48 57 4 55 45 9
mt2 26 82 1 59 47 3 36 46 7
gpt 82 25 2 88 20 1 80 28 1

spelling prof 82 2 0 70 12 2 77 5 2
(84) stud 75 8 1 66 13 5 76 6 2

mt1 57 10 17 62 11 11 37 7 40
mt2 56 10 18 71 10 3 52 10 22
gpt 78 1 5 77 2 5 73 2 9

pronoun prof 80 0 1 51 28 2 64 17 0
(81) stud 78 2 1 49 30 2 59 21 1

mt1 64 7 10 35 44 2 29 19 33
mt2 65 6 10 41 37 3 37 22 22
gpt 74 3 4 44 34 3 60 14 7

informal prof 43 8 2 41 6 6 38 12 3
(53) stud 37 10 6 41 8 4 35 14 4

mt1 25 4 24 30 8 15 16 8 29
mt2 24 3 26 34 7 12 26 6 21
gpt 36 8 9 43 7 3 39 6 8

Table 9: Effects of the most prominent source phenomena with more than 50 occurrences on each of the translations.
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en-hr en-ru en-fi
phenomenon text n y e n y e n y e
space prof 20 5 1 21 3 2 20 6 0
(26) stud 21 4 1 16 8 2 17 9 0

mt1 16 5 5 17 4 5 13 6 7
mt2 17 3 6 16 8 2 11 9 6
gpt 20 5 1 19 6 1 18 6 2

form prof 21 4 0 25 0 0 24 1 0
(25) stud 24 1 0 24 0 1 24 1 0

mt1 19 3 3 25 0 0 12 1 12
mt2 18 4 3 24 0 1 16 1 8
gpt 23 2 0 22 0 3 23 0 2

article prof 18 0 1 18 0 1 18 0 1
(19) stud 19 0 0 19 0 0 19 0 0

mt1 18 0 1 16 1 2 17 0 2
mt2 18 0 1 16 0 3 17 0 2
gpt 19 0 0 17 0 2 18 0 1

structure prof 16 1 0 14 3 0 16 1 0
(17) stud 14 0 3 12 3 2 12 3 2

mt1 3 9 5 8 6 3 2 2 13
mt2 3 9 5 10 5 2 3 2 12
gpt 8 6 3 15 0 2 12 3 2

format prof 11 2 3 16 0 0 9 7 0
(16) stud 5 8 3 13 2 1 0 13 3

mt1 14 1 1 5 11 0 0 11 5
mt2 14 1 1 3 13 0 4 7 5
gpt 16 0 0 15 0 1 15 0 1

verb prof 14 0 0 13 0 1 9 5 0
(14) stud 13 1 0 14 0 0 6 8 0

mt1 9 3 2 13 1 0 5 5 4
mt2 8 4 2 13 1 0 4 7 3
gpt 13 0 1 12 0 2 6 5 3

addition prof 9 2 0 10 1 0 8 1 2
(11) stud 9 2 0 9 2 0 8 2 1

mt1 10 1 0 9 1 1 6 1 4
mt2 10 1 0 10 1 0 6 1 4
gpt 10 1 0 10 1 0 9 2 0

Table 10: Effects of the source phenomena with less than 50 and more than 10 occurrences on each of the translations
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en-hr en-ru en-fi
phenomenon text n y e n y e n y e
symbol prof 2 6 1 1 7 1 0 9 0
(9) stud 2 6 1 2 7 0 0 8 1

mt1 0 7 2 1 7 1 0 7 2
mt2 0 6 3 3 6 0 0 9 0
gpt 2 7 0 1 7 1 1 8 0

preposition prof 5 0 0 4 1 0 5 0 0
(5) stud 5 0 0 4 1 0 5 0 0

mt1 4 1 0 4 0 1 4 0 1
mt2 4 1 0 4 0 1 3 0 2
gpt 5 0 0 5 0 0 5 0 0

shortened prof 4 1 0 4 1 0 4 1 0
(5) stud 3 2 0 4 1 0 4 1 0

mt1 4 1 0 4 0 1 3 1 1
mt2 4 1 0 5 0 0 3 2 0
gpt 4 1 0 5 0 0 4 1 0

lexical prof 1 0 0 1 0 0 1 0 0
(1) stud 1 0 0 1 0 0 1 0 0

mt1 1 0 0 1 0 0 1 0 0
mt2 1 0 0 0 0 1 1 0 0
gpt 1 0 0 1 0 0 1 0 0

conjunction prof 1 0 0 1 0 0 1 0 0
(1) stud 1 0 0 0 1 0 1 0 0

mt1 0 1 0 0 1 0 0 0 1
mt2 0 1 0 1 0 0 1 0 0
gpt 1 0 0 1 0 0 0 0 1

Table 11: Effects of the source phenomena with less than 10 occurrences on each of the translations
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Abstract

The Stanceosaurus corpus (Zheng et al., 2022)
was designed to provide high-quality, anno-
tated, 5-way stance data extracted from Twitter,
suitable for analyzing cross-cultural and cross-
lingual misinformation. In the Stanceosaurus
2.0 iteration, we extend this framework to en-
compass Russian and Spanish. The former is
of current significance due to prevalent mis-
information amid escalating tensions with the
West and the violent incursion into Ukraine.
The latter, meanwhile, represents an enormous
community that has been largely overlooked on
major social media platforms. By incorporating
an additional 3,874 Spanish and Russian tweets
over 41 misinformation claims, our objective
is to support research focused on these issues.
To demonstrate the value of this data, we em-
ployed zero-shot cross-lingual transfer on mul-
tilingual BERT, yielding results on par with
the initial Stanceosaurus study with a macro
F1 score of 43 for both languages. This un-
derlines the viability of stance classification as
an effective tool for identifying multicultural
misinformation.

1 Introduction

Misinformation on social media is a highly mul-
ticultural phenomenon (Roozenbeek et al., 2020).
In the ongoing Russia-Ukraine conflict, Russian-
language misinformation and propaganda are im-
portant weapons used by both sides to influence the
opinions of Internet users across the globe. Mean-
while, Spanish-language misinformation is surging
unchecked through virtually every online commu-
nity.1 With these issues in mind, we seek to create
a dataset that can help identify Spanish and Russian
misinformation beyond a binary yes/no approach.
We do this by expanding the Stanceosaurus dataset
(Zheng et al., 2022) to include Spanish and Rus-
sian tweets annotated using a 5-way stance labeling

1The Guardian

schema (Gorrell et al. 2018, Schiller et al. 2021),
thus creating Stanceosaurus 2.0. By fine-tuning
multilingual BERT (Devlin et al., 2019), we exper-
iment with zero-shot cross-lingual transfer, demon-
strating the potential for Stanceosaurus 2.0 to help
drive forward misinformation research on Spanish
and Russian. Furthermore, recent Twitter policies
have made it clear that the site is moving away from
account-based labeling of misinformation.2 Our
dataset presents the opportunity to identify poten-
tial misinformation on a per-tweet basis, allowing
users to see relevant context for potentially mislead-
ing tweets. Some may argue that in recent times,
Twitter (now X at the time of revision) has taken a
far more "hands-off" approach to misinformation.
While this may or may not be true, this dataset
can be used on social media platforms that are
different from Twitter/X. One can get around the
tweet length limit by simply concatenating various
tweets, etc. In the following sections, we discuss
what exactly Russian and Spanish misinformation
entail and why they are so important.

Russian Misinformation Misinformation and
propaganda are crucial to Russian political warfare.
Part of so-called “active measures”, they are de-
signed to “weaken the West [and] to drive wedges
in the Western community alliances of all sorts,
particularly NATO ...” (Alexander, 2017). When
Russia launched a full-scale invasion of Ukraine
in February of 2022,3 both sides of the conflict
engaged in hybrid warfare, putting an equal focus
on the information front and global deception.4

With propaganda machines in full force, the war
in Ukraine has spawned many new misinforma-
tion claims. In this context, although a Russian
stance dataset is present in Lozhnikov et al. (2018),
it is limited, and our research aims to modernize

2Twitter
3CNBC
4The Atlantic
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Войска НАТО прямо сейчас на Украине!

NATO forces are in Ukraine as we speak!

Нет, таково не может быть

No, this is impossible

В Украине Есть только те войска НАТО,
которые обучают Украинцов. Их мало.

The only NATO forces in Ukraine are the ones that
are teaching Ukrainian soldiers. But there are little.

Как вы это знаете?

How do you know this?
Querying

Discussing

Leaning
refuting

Refuting

Supporting

Figure 1: Example of a data point (tweet and context)
in the Russian Stanceosaurus dataset. For the claim
"NATO forces are currently fighting in Ukraine", we
have an example tweet chain demonstrating various
stances.

Russian stance data to include wartime misinfor-
mation. This is because Russian misinformation
"then" and "now" are two different beasts. Potential
feasibility for the idea of Russian Stanceosaurus
can be seen via the findings in Park et al. (2022)
which, among many interesting things, identified
Twitter as a platform with a significant amount
of Russian-language discussion regarding wartime
events. The series of Solopova et al. (2023a) and
Solopova et al. (2023b), which showcases great
results on pro-Kremlin propaganda detection, also
potentially implies feasibility of our stance-based
approach.

Spanish Misinformation Misinformation is ram-
pant in the Spanish-speaking world, surging
through various online communities (Bonnevie
et al., 2023). Despite being the fourth most spoken
language in the world and an enormous medium
for the spread of information worldwide both true
and false, misinformation in Spanish is far more of
a problem than in English5. This problem is further
exacerbated when it is ignored; Facebook whistle-
blower Frances Haugen revealed an enormous dis-
connect between the proportion of users who speak
Spanish and the amount of spending committed
to anti-misinformation resources in this language6.
Unsurprisingly, works such as Posadas-Durán et al.
(2019) and Abonizio et al. (2020) attempt to help
solve this crucial problem, particularly framing the
problem as detecting fake news. These studies

5Washington Post
6The Guardian

show that this kind of claim-based misinformation
detection works quite well. Our approach was in-
spired by such studies. To our knowledge, there are
two existing Spanish stance datasets. One is Zotova
et al. (2020), a valuable but singular claim-limited
collection of Spanish-language stance data. The
other is Toledo-Ronen et al. (2020), which creates
a wonderful Spanish stance dataset, but based on
arguments and not misinformation claims. We aim
to expand the set of Spanish misinformation via the
five-way and three-way classification framework
of Stanceosaurus.

2 Stanceosaurus 2.0: Details

In order to facilitate the study of Russian and Span-
ish misinformation, we have created a 5-way stance
classification dataset in accordance with the guide-
lines established by Zheng et al. (2022). These
stance categories are Irrelevant, Supporting,
Refuting, Querying, and Discussing. The
stance of a tweet is based on the misinformation
claim it is discussing. An example of various mis-
information claim related tweets and their stance
categorization can be seen in Figure 1. Details on
the five stance categories (and how they can be
merged to 3 categories) are listed in appendix C.

2.1 Data Collection

Misinformation Claims We derived 18 exam-
ples of Russian-language misinformation, with
13 from the European Union initiative, euvsdis-
info, and manually translated them into Russian
using a bilingual Russian/English speaker (both
fluent). Despite criticism of fact-checking method-
ology (Giorio, 2018), euvsdisinfo is to our knowl-
edge the best source of prominent misinformation
which can be found on Russian-language Twit-
ter, especially considering that there is no reli-
able Russian fact-checking website (this is the rea-
son why we had to translate the claims to Rus-
sian). Nonetheless, to mitigate this bias, we supple-
mented these misinformation claims with 5 claims
from the Western media. Again, the absence of
claims from Russian sources or Russian-language
fact-checking sites is notable. We re-iterate that
identifying misinformation is challenging when
Russian media is largely state controlled7. Any
source that does fact-checking that might disagree
with the state media would most likely get taken
down or blocked by Roskomnadzor. Therefore,

7ForeignPolicy.com
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for this study, we selected a ground truth based
on western-leaning sources to assess Russian mis-
information claims. For the Spanish corpus, we
collected 23 misinformation claims from reputable
Spanish-language fact-checking websites Verifi-
cado, Chequeado, Newtral, and ChequeaBolivia,
including claims with various veracity ratings. The
selection of both Spanish and Russian claims was
guided by the volume of relevant Twitter discourse.
The detailed Russian and Spanish claims are listed
in Appendix A and B, respectively.

Tweet Collection & Reply Chains For both lan-
guages, we collect tweets using the Twitter API.
Queries (Appendix A and B) are manually curated
and iteratively refined in order to capture as many
relevant tweets as possible while allowing for diver-
sity in stance categories. This refinement was done
by scraping data for a claim using a certain query,
and then sampling 20 tweets and hand annotating
them. Queries were then modified, and the process
was repeated until a reasonably equal distribution
of stances was achieved. Alongside tweets from
queries, we also collect additional tweets for con-
text, including those “above”(preceding) and “be-
low”(following) in the reply chain. Similar to the
original Stanceosaurus paper, context tweets were
included to potentially help models make classifica-
tion decisions. Annotation was done by sampling
50 tweets for each claim, adding up to 100 context
tweets, which were then evaluated. These quan-
tities were chosen based on the number of avail-
able annotators. All three annotators are college-
educated students who are fluent in their respective
languages. There were two annotators for Rus-
sian and one for Spanish. Future versions of this
work will include another annotator for Spanish.
The 5-class Cohen Kappa for the Russian data is
77.4. Reproducibility criteria for this process are
discussed in Appendix D. A basic overview of cor-
pus statistics is in Table 1. More detailed corpus
statistics can be found in F. As mentioned in D, the
dataset can be requested directly from the authors.
Since the tweet ID’s it contains can link tweets back
to their authors, it is important that these tweets are
used only for academic purposes, especially given
that some of them present controversial political
opinions.

2.2 Russian Corpus

Russian Twitter According to a Statista study
(Statista, 2023a), only 5% of Russians surveyed

#tweets Refute Support Irrel. Query Discuss Total

Russian 119 332 999 50 407 1907
Spanish 270 302 1036 16 342 1966

Table 1: Corpus statistics of Stanceosaurus 2.0.

reported using Twitter. This makes sense, as before
this study, “Facebook, Instagram, and Twitter were
all blocked by the Russian state in early March
2022 when the laws on antiwar activity came into
force” (McCarthy et al., 2023). Thus, the only way
to access Twitter in Russia is through a VPN. From
this information, we gather that Russian speakers
on Twitter either use a VPN, are native to another
country where Russian is a common language, or
live abroad. Acknowledging this is important, as
it provides a population for the Twitter users that
were sampled and presents a limitation of the data
to be addressed with future work.

Code Switching There are instances of tweets
that contain different languages. It is fairly com-
mon to see acronyms such as “HIMARS” and
“NATO” being written in both English and Rus-
sian interchangeably. A brief analysis using regular
expressions finds that tweets containing characters
from the English alphabet make up about 12 per-
cent of all tweets. Furthermore, sometimes the Rus-
sian language is phonetically written in the Latin
alphabet. This poses a challenge when querying
for relevant Tweets, which we addressed by ac-
counting for as many code-switched variations as
was reasonable. Furthermore, in the sampled reply
chains, it was common to see the mixing of lan-
guages, especially between Russian and Ukrainian.
Fortunately, since every single tweet was hand an-
notated by a fluent Russian speaker with proficient
knowledge of Ukrainian, it was not difficult to dif-
ferentiate between the two languages, as well as
any other language that uses the Cyrillic alphabet.

Obscenities Due to the politically charged nature
of the Russian misinformation claims, many tweets
contain large amounts of cursing, which is known
as mat (pronounced maht). It is argued that mat
“is not merely an accumulation of obscenities, but
rather constitutes a set of refined, complex struc-
tures”, hinting at a “potentially limitless quantity
of expressions” (Dreizin and Priestly, 1982). A
cursory analysis indicates that around 10 percent
of all Russian tweets collected contain some sort
of obscenity. Context is key when trying to under-
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stand Russian obscenities, and this may prove to be
quite confusing for a language model to interpret.

2.3 Spanish Corpus
Circumventing Filters Particularly when dis-
cussing the COVID-19 vaccine, many tweets in-
clude language that is most likely obscured to cir-
cumvent misinformation filters. When searching
“vacuna” (Spanish for “vaccine”), Twitter sends
users a warning to check federal websites for in-
formation related to the pandemic.8 Accordingly,
the queries had to be adjusted to include numer-
ous alternative spellings for the word for vaccine
(including ‘vacuno’, ‘vacun@’, ‘vakuna’, ‘cacuna-
dos’, ‘v@cunad0s’, ‘kakuna’, etc.).

Social Media Usage The decision to utilize Twit-
ter for this corpus was driven by its accessible API
and publicly shareable text-centric content for open
and ethical NLP research. It is worth noting that
within the Spanish-speaking realm, Twitter ranks
behind Facebook, Instagram, and TikTok in terms
of social media usage (Statista 2023b, StatCounter
2023). Additionally, more Hispanics use What-
sApp than any other race or ethnicity,9 and signifi-
cant volumes of misinformation spread on private
channels such as WhatsApp10 where misinforma-
tion detection is much more difficult and misinfor-
mation is less likely to be corrected by the public.

Code Switching Mixing Spanish and English to-
gether in a single tweet is common, particularly in
Spanish-speaking communities in Northern Mex-
ico and the USA. The spread of misinformation in
bilingual communities is a unique challenge of par-
ticular importance in the United States, where more
than one-third of all Hispanic adults self-identify
as bilingual in English and Spanish (Pew, 2015).

3 Automatic Stance Detection Using
Stanceosaurus 2.0

Zero-Shot Cross-Lingual Transfer In accor-
dance with the original Stanceosaurus paper
(Zheng et al., 2022), we conduct a zero-shot cross-
lingual transfer experiment on our data. This en-
tails training a model on the English Stanceosaurus
dataset of 20,707 tweets and then evaluating it on
the Russian and Spanish sets. We believe that this is
the best way to evaluate Stanceosaurus 2.0 since we

8This is no longer the case following recent changes to
Twitter policy.

9Insider Intelligence
10Harvard Kennedy School

assume that there is little to no stance-based train-
ing data available for Russian and Spanish (some-
thing we observed during our research, and can be
seen in Section 1 where we discuss related work).
Also, various studies such as Pires et al. (2019) and
Artetxe et al. (2020) have shown zero-shot cross-
lingual transfer to be an effective approach in many
languages, including Russian and Spanish.

Multilingual BERT Multilingual BERT (Devlin
et al., 2019), or mBERT, has been shown to be very
competitive in the zero-shot setting that we have
described (Wu and Dredze 2019, Libovický et al.
2019). We believe that mBERT is a simple baseline
that indicates the quality of our dataset and model
performance. For our experiments, we follow the
original Stanceosaurus paper (Zheng et al., 2022)
and use the five stance label schema. To create
model input, we format our strings using special
tokens as follows: “[CLS] claim [SEP] text”.

Loss Functions Similar to the original
Stanceosaurus (Zheng et al., 2022), we examine
three different loss functions: cross-entropy
loss, weighted cross-entropy loss (Cui et al.,
2019), and class-balanced focal loss (Baheti et al.,
2021). While the cross-entropy loss is a baseline
commonly used in classification tasks, we use
weighted cross-entropy to modify this baseline
to account for imbalanced classes by assigning
more weights to classes with fewer samples.
Class-balanced focal loss is an alternative method
to account for imbalanced classes. It down-weights
easy examples and focuses more on difficult ones
(Cui et al., 2019).

Results The results of our experiments can be
seen in Table 2. One can compare these results
to English performance on BERTBASE for un-
seen claims from the original Stanceosaurus paper
(Zheng et al., 2022), as well as the same zero-shot
cross-lingual transfer experiment on Hindi and Ara-
bic. These extra experiments are also shown in
2, but they are clearly marked as the contribution
of the authors of the original Stanceosaurus pa-
per. Both Russian and Spanish datasets performed
similarly to models for English to Hindi and En-
glish to Arabic transfer experiments in the original
Stanceosaurus (Zheng et al., 2022). The weighted
loss functions performed better overall, and both
languages achieved an F1 score of around 43. Re-
producibility criteria for our experiments can be
seen in appendix E.
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Russian (our contribution)

Loss Precision Recall F1

CE 53.55±0.8 35.33±0.7 36.15±1.3

Weighted CE 44.38±0.2 42.84±0.5 42.09±0.1

CBFL 45.60±1.5 46.98±2.0 43.94±0.2

Spanish (our contribution)

Loss Precision Recall F1

CE 50.26±1.9 40.86±0.7 41.81±1.0

Weighted CE 54.12±0.4 42.65±0.5 43.75±0.4

CBFL 51.26±2.2 44.15±0.9 43.83±1.0

Hindi (Zheng et al., 2022)

Loss Precision Recall F1

CE 52.1±2.9 39.4±2.0 40.8±2.5

Weighted CE 55.0±4.2 42.4±1.4 44.3±1.8

CBFL 53.0±3.4 44.1±1.7 45.3±1.5

Arabic (Zheng et al., 2022)

Loss Precision Recall F1

CE 44.8±4.0 40.1±2.5 40.0±2.0

Weighted CE 44.1±3.3 40.7±1.6 39.7±1.7

CBFL 46.1±2.6 44.7±1.1 43.1±0.2

English on BERTBASE (Zheng et al., 2022)

Loss Precision Recall F1

CE 51.1±1.1 50.5±2.0 50.4±1.6

Weighted CE 50.5±1.9 52.7±1.1 51.3±1.3

CBFL 50.6±1.3 55.7±2.1 52.5±1.0

Table 2: Russian and Spanish experiments. Models are
trained on English Stanceosaurus and then evaluated
on either Russian or Spanish in our work. F1 is mea-
sured as macro F1. Results are taken as the average
of 3 experiments, with error being one standard devia-
tion. English, Arabic, and Hindi experiments are taken
directly from Stanceosaurus (Zheng et al., 2022) as a
comparison benchmark.

4 Conclusion

We introduce Stanceosaurus 2.0, an extension of
the 5-way stance dataset Stanceosaurus (Zheng
et al., 2022). Our dataset includes 18 Russian mis-
information claims (1907 tweets) and 23 Spanish
misinformation claims (1966 tweets). Our dataset
is modern and up to date given the recent slough of
misinformation and current events. It also contains
Russian and Spanish, which as shown previously,
are two languages in which misinformation thrives,
and efforts to combat it are limited. Our zero-shot
cross-lingual transfer experiments show that our
dataset performs at similar levels to that of Hindi
and Arabic in the original Stanceosaurus, with a
macro F1 score of about 43. This means that there
is potential to continue refining models and algo-

rithms to create a somewhat reliable stance classi-
fier using transformer-based models like mBERT.
Future versions of this work will entail experiments
on more models, as well as a second annotator for
the Spanish version.

Limitations

The Veracity of Fact-Checked Claims One of
the biggest limitations of our work is the fact that
fact-checking is often not as black-and-white as
it seems and is generally a practice that suffers
from many limitations (Uscinski and Butler, 2013).
It is very difficult to find objective truths that are
verified to a degree of absolute precision for a work
like this. This is doubly so for political-leaning
claims, such as the claims in the Russian dataset.

Russian Misinformation Claims An unfortu-
nate limitation of the Russian language is that there
are no Russian fact-checking websites that would
provide reasonably objective fact-checking, at least
as far as we are aware. This is most likely due to
the level of control that the Russian government has
over the Russian internet (Polyakova and Meserole,
2019). This lack of resources means that Russian
claims were hand-picked. This could introduce
author bias, and may not be an accurate representa-
tion of the Russian internet, as claims were mostly
all found on the heavily western-leaning website
euvsdisinfo, as discussed in section 2.

Russian Twitter As mentioned in section 2.2,
Twitter is not the most used social media, and this
could introduce various biases into our data. Fu-
ture work could involve the social media website
VKontakte, which as mentioned earlier, is the most
popular in Russia. However, some problems could
arise due to state-owned entities being sharehold-
ers11.

Spanish Twitter Likewise, Twitter is far from
the most popular social media network in Latin
America. More work should be done to analyze
misinformation on Facebook and WhatsApp in the
Hispanosphere. Despite favoring small-group com-
munication, WhatsApp persists as a medium for
rapid misinformation dissemination in Latin Amer-
ica (Nobre et al., 2022).

Spanish Queries As mentioned in section 2.3,
numerous obstacles made it difficult to query for

11Reuters

35

https://euvsdisinfo.eu/
https://vk.com/?lang=en
https://www.reuters.com/article/russia-vk/ceo-of-russias-vk-resigns-as-state-assumes-control-of-internet-firm-idUKL8N2SO3IY


relevant Tweets in Spanish. From properties in-
herent to the Spanish language like a highly in-
flectional morphology to broader social factors in-
cluding the prevalence of code-mixing and filter
circumvention, care had to be taken when query-
ing Twitter’s API to find relevant Tweets without
biasing the data in any one direction (Pfaff, 1979).
Future work might include broad queries to procure
larger datasets that can then be manually cleaned
to include more relevant Tweets.

Code Switching As mentioned in both sections
2.2 and 2.3, both languages experienced a decent
amount of code-switching, whether it be in the con-
text or the tweet itself. It has been shown before
that dealing with code-switching is not an easy task
(Winata et al., 2021). However, recently there has
been a large number of code-switching datasets
that have become available (Jose et al., 2020). Po-
tential further research may include creating stance
datasets exclusively on code-switched datasets.

Tweet Deletion A feature of the obscured version
of the dataset (the version we plan on giving out
in most cases) is that it only features tweet IDs.
However, if someone deletes a tweet, that tweet will
be gone from the obscured dataset. This maintains
the user’s right to remove their content without it
still being a database. However, this may be an
issue for researchers using this dataset a long time
after the tweets were originally collected.

Ethics Statement

Working With Social Media Data Mining so-
cial media data from Twitter users without their
consent is at best ethically problematic (Taylor and
Pagliari, 2018). Unfortunately, this kind of data
would not exist without this technique. However,
our publicly available dataset only contains tweet
IDs and does not include actual tweets and user-
names. Furthermore, social media data can contain
harmful biases towards certain groups, as moderat-
ing social media can be extremely difficult (Ganesh
and Bright, 2020). We encourage a thorough re-
view of the data and its context before deploying
in a production environment.

Data Annotation We recognize that some of the
tweets that have been annotated deal with sensi-
tive topics and contain some hateful language, es-
pecially in the Russian dataset, given its political
nature. We recognize that annotators need to be
warned of this before they start annotating.

Propaganda Analysis An issue with analyzing
propaganda and misinformation is that this analysis
can potentially fall into the wrong hands. For exam-
ple, using this dataset to analyze the effectiveness
of Russian propaganda can inform the source of
the propaganda exactly what they could improve
on.
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A Russian Claims and Queries

Russian claims and queries can be found in figure
3.

B Spanish Claims and Queries

Spanish claims and queries can be found in figures
4 and 5.

C Stance Categorization

The following is a description of each stance:

• Supporting: Tweets that directly support the
fact that a claim is true.

• Refuting: Tweets that refute the veracity of a
claim.

• Querying: Questions the veracity of a claim.
• Discussing: Provides neutral information on

the context or truth of a claim.
• Irrelevant: Not relevant to the given claim.

If a tweet is labeled as discussing, then to enable
3-way stance classification, the tweet is also given
a leaning. The following is a description of each
leaning:

• Supporting: The tweet has an indirect posi-
tive bias when discussing the claim.

• Refuting: The tweet has an indirect negative
bias when discussing the claim.

• Other: The tweet does not have any sort of
bias.

With this information, we can now construct our
guidelines for 3-way stance categorization as well:

• Supporting: Merge supporting with
discussingsupporting.

• Refuting: Merge refuting with
discussingrefuting.

• Other: Merge irrelevant, querying, and
discussingother.

D Dataset Reproducibility Criteria

• Using the twitter API, up to 150 tweets were
pulled for each claim using the queries listed
in figures 3, 4, and 5. Context for each tweet
was also retrieved. Context in this case means
the entire reply chain from the root tweet
down to the pulled tweet, as well as any im-
mediate replies.

• Quality control was done by an extensive itera-
tion of Twitter API queries. We aimed to make
queries such that the distribution of stance cat-
egories was reasonably even, although this
proved to be difficult with the "Querying" cat-
egory.

• With these tweets in hand, up to 50 tweets
were sampled for each claim for annotation.
Context tweets were also annotated. Up to 50
parent context tweets were sampled and up to
50 context children tweets were sampled for
each claim.

• Claims were annotated in accordance with
details given in appendix C. Russian tweets
were double annotated, while Spanish tweets
currently only have a single annotator, but we
are working to find another annotator at the
moment.

• Tweets were pre-processed to remove dupli-
cates using lexical similarity.

• The context chains were then reconstructed
and formatted in json to match the original
Stanceosaurus paper (Zheng et al., 2022).

• The dataset can be requested from the authors
using the emails given in the paper. Since the
data is potentially sensitive (tweets of political
nature) we need to make sure that anyone who
uses these tweets is doing so solely out of
academic intent.

E Experiment Reproducibility Criteria

• Model: bert-base-multilingual-uncased
• Computing Infrastructure: 4 Nvidia Titan X

GPUs. NVIDIA-SMI 460.84. Driver Version
460.84. CUDA version 11.2. Running on
CentOS linux 7. Conda version 7. Package
versions listed in requirements.txt file in
code used.

• Average Training Time: Per experiment,
around 40 minutes

• Evaluation Metrics: Best evaluation of the
development set per training run

• Number of Experiments: Each row in 2 was
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done 3 times. Results are the mean ± the stan-
dard deviation. Random seeds for the three
runs were 10, 20, and 30.

• Hyperparameters: Hyperparameters were
chosen based off of best performing hyper pa-
rameters in the original Stanceosaurus model,
and then manually tuned.

– Learning Rate: 3e-5
– Batch Size: 8 per GPU, so 32 total
– Class Balanced Focal Loss: Similar to

the original paper, we tune β and γ be-
tween [0.1, 1) and [0.1, 1.1] respectively.

– The rest are defaulted to what is used in
the code. Run commands are included
with code.

• Code zip file can be accessed upon request.

F Corpus Statistics

The distribution of labels and tweet types for Rus-
sian Spanish are shown in tables 3 and 4 respec-
tively. A visual representation of the tweets (not
context or replies) for Russian Spanish is shown in
figures 2(a) and 2(b) respectively.

G Annotation Logistics

Annotators were American college students paid
18 dollars an hour. Each annotator was fluent in
the language they were annotating. All annotators
were recruited as people the authors directly knew.
Verbally, annotators were told the scope of the pa-
per and given the abstract.

H Use of AI assistants

AI assistants were used by the authors of this paper
in order to proofread the paper. Occasionally, an
AI assistant was asked to rephrase some text, just
to generate some ideas on sentence flow. Work was
never directly copied, and model output was used
as inspiration.
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Refuting Supporting Irrelevant Querying Dsupporting Drefuting Dother Total

Tweets 109 315 149 39 77 169 41 899

Context 5 15 738 9 51 40 7 865

Replies 5 2 112 2 6 15 1 143

Total 119 332 999 50 134 224 49 1907

Table 3: Russian Corpus Statistics.

Refuting Supporting Irrelevant Querying Dsupporting Drefuting Dother Total

Tweets 228 269 418 12 85 52 60 1124

Context 15 21 370 2 18 13 4 443

Replies 27 12 248 2 76 18 16 399

Total 270 302 1036 16 179 83 80 1966

Table 4: Spanish Corpus Statistics.

(a) (b)

Figure 2: Label distribution for tweets (by query, not context) in the (a) Russian dataset and (b) Spanish dataset.
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Claim

В Украине Воюют войска НАТО.

В украине есть лаборатории которые изготовлают
биологическое оружие НАТО.

Буча – это Украинский фейк.

В Украинском правительстве заправляют нацисты

Геноцид Русскоязычных на Донбассе

Украина – агрессор в войне

В Украине запретили говорить на Русском языке.

НАТО хочет уничтожить Россию.

Украинцы сбили малазийский самолет MH17.

В Украине планируют строить концлагеря для
русских

Алексей Навальный мошенник.

Запад не хочет мира

Западные агенты подорвали газопровод Северный
Поток.

Владимир Зеленский – наркоман

США строят биолаборатории в странах бывшего
СССР.

Европа мерзнет без русского газа.

Войска РФ только бьют по военным целям

Украина самая коррумпированная страна в мире/
европе

Translation

NATO forces are fighting against Russia in Ukraine.

There are NATO bio-weapon labs in Ukraine.

The Bucha massacre was faked by Ukraine.

Nazism is prevalent in many facets of the Ukrainian
government.

There is a genocide of Russian speakers in the
Donbas region of Ukraine

Ukraine is the aggressor in the 2022 Russo-Ukrainian
war

Speaking the Russian language has been banned in
Ukraine.

NATO wants to destroy Russia.

Ukrainian forces shot down MH17.

Ukraine is planning on building concentration camps
for Russians/Russian speakers

Alexei Navalny is a fraudster.

The west does not want peace (in Russia/Ukraine
conflict)

Western agents (Anglo-Saxons according to Dimitry
Medvedev) blew up the Nordstream pipeline.

Volodimir Zelensky is addicted to drugs

The US is fixing/organizing biolaboratories in ex-
USSR countries

Europe is freezing without Russian natural Gas.

The Russian Federation only targets military objects
in its bombings and does not target civillians or

civillian infrastructure

Ukraine is the most corrupt country in the
world/Europe

Twitter API query

("войска нато" OR "западные войска") ("в
украине" OR "на украине") lang:ru -is:retweet

"био лаборатории"  OR "био-лаборатории" 
lang:ru -is:retweet

буча (фейк OR fake) lang:ru -is:retweet

"нацизм в украине" OR "нацизм на украине"
lang:ru -is:retweet

геноцид (русских OR русскоязычных)
(украина OR украине)  lang:ru -is:retweet

"украина агрессор" lang:ru -is:retweet

(запрет OR запретили) ("русского языка"  OR
"русский язык")  lang:ru -is:retweet

(НАТО OR запад) (уничтожить OR
уничтожит) (Россию OR Россия) lang:ru -

is:retweet

(Украина OR Украинцы) (MH17 OR MH-17
OR МН-17 OR МН17 OR МХ17 OR МХ-17

OR боинг) lang:ru -is:retweet

"концлагеря для русских" OR "концлагеря для
русскоязычных" lang:ru -is:retweet

"Навальный мошенник" OR "Навальный
жулик" lang:ru -is:retweet

запад не хочет мира lang:ru -is:retweet

ЦРУ северный поток lang:ru -is:retweet

зеленский наркоман lang:ru -is:retweet

США биолаборатории lang:ru -is:retweet

европа (мерзнет OR мёрзнет) lang:ru -
is:retweet

"только по военным целям" OR "только по
военной инфраструктуре"  lang:ru -is:retweet

"Украина самая коррумпированная" lang:ru -
is:retweet

Figure 3: Russian Claims and Queries
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Claim

No hay fracking en México

Broncho Vaxom previene COVID-19

Los jóvenes están entre los sectores más afectados
por la pandemia

La Argentina es uno de los países latinoamericanos
más retrasados en regímenes de licencias parentales

Amber Heard ha plagiado un fragmento de la
película ‘El talento de Mr. Ripley’ en el juicio frente

a Johnny Depp

El brote de hepatitis infantil haya sido provocado por
la vacuna contra la COVID-19 de Pfizer

Coca-Cola dejará de producir Mineragua y será
reemplazada por Fanta Limón

El director ejecutivo de BioNTech no se vacunó
contra el COVID-19

Estas imágenes de personas trans muestran a
Salvador Ramos, autor de la masacre de Uvalde

(Texas).

La viruela del mono está vinculada al grafeno y a las
vacunas contra la COVID-19

Muchas de las personas transexuales eventualmente
destransicionan

Australia aprueba una ley que prohíbe cultivar tus
propios alimentos

Australia retiró de circulación 50 millones de
vacunas por dar positivo en pruebas de VIH

La viruela de mono es una enfermedad de
transmisión sexual

Los perros domésticos pueden ser causa de la
hepatitis atípica infantil

Las vacunas aumentan el riesgo de muerto al entrar
en contacto con el 5G

Biden puso la Medalla de Honor al revés al
condecorar a un veterano de guerra

El portavoz del Mundial de fútbol de Qatar advirtió
que quien luzca la bandera LGTBI en la Copa del
Mundo será arrestado con penas entre 7 y 11 años.

Translation

There's no fracking in Mexico

Broncho Vaxom prevents COVID-19

Youth are one of the groups most heavily impacted
by the pandemic

Argentina is further behind than most Latin
American countries in terms of parental leave

Amber Heard plagiarized the movie "The Talented
Mr. Ripley" in her trial against Johnny Depp

The childhood Hepatitis rash has been caused by the
Pfizer COVID-19 vaccine

Coca-Cola will stop producing Mineragua, which
will be replaced by Fanta Limón

The CEO of BioNTech did not receive the COVID
vaccine himself

These images of a transgender person show Salvador
Ramos, the Uvalde Texas school shooter.

Monkeypox is linked to graphene and the COVID-19
vaccine

Many transgender people eventually detransition

Australia approved a law that prohibits growing your
own food

Australia recalled 50 million vaccine doses for
making people test positive for HIV

Monkeypox is a sexually transmitted disease

Domesticated dogs might be the cause of acute
hepatitis in children

Vaccines increase the risk of death upon coming in
contact with 5G

Biden put the Medal of Honor on backwards while
decorating a war veteran.

A spokesperson for the Qatar FIFA World Cup
warned that anyone displaying the LGBT pride flag

en the World Cup will be arrested with sentences
between 7 and 11 years

Twitter API query

"hay fracking" mexico -"nueva mexico" lang:es

broncho vaxom COVID AND (inhibe OR
previene) lang:es

jovenes mas afectados pandemia lang:es

argentina AND ("licencias parentales" OR
"licencia parental") lang:es

Mr. Ripley lang:es

(brote OR hepatitis) vacuna lang:es

mineragua lang:es

ugur sahin lang:es

("salvador ramos" OR uvalde OR tiroteo) (trans
OR transexual OR genero OR transgenero OR

transgenera) lang:es -filter:retweets

(viruela OR virus OR viruel@) AND mono AND
(vacuna OR vacunas OR pfizer OR moderna OR

astrazeneca) lang:es -filter:retweets

destransicionar OR destransicion OR
destransicionaron OR destransiciono OR

destransiciona OR destransicionan lang:es -
filter:retweets

australia alimentos propios lang:es -
filter:retweets

(vacuna OR inyeccion OR vacunas OR
inyecciones) positivo vih lang:es -filter:retweets

since:2022-01-01

(viruela OR viruelo OR viruel@) mono (sexual
OR ets OR sex) lang:es -filter:retweets

(perro OR perros) hepatitis lang:es -
filter:retweets since:2022-03-01

(vacuna OR vacunas) 5G lang:es -filter:retweets

Biden medalla since:2022-07-01 lang:es -
filter:retweets

(qatar OR catar) bandera lang:es -filter:retweets

La vicepresidenta electa de Colombia, Francia
Márquez, posa delante de un grafiti que dice “hoy

desayuné feto”.

The vice president-elect of Colombia, Francia
Márquez, poses beside graffiti which reads "today I

ate a fetus for breakfast"

francia marquez (feto OR fetos) lang:es -
filter:retweets

Hay evidencias de que la vacuna COVID-19 sea la
causa del síndrome que afecta a Justin Bieber

There is evidence that the COVID-19 vaccine is the
cause for Justin Bieber's Ramsay Hunt syndrome

bieber vacuna lang:es since:2022-05-01 -
filter:retweets

Figure 4: Part 1 of Spanish Claims and Queries

42



Claim

El 5G y la radiación inalámbrica producen efectos
perjudiciales para la salud

Están usando fetos abortados en las vacunas contra el
coronavirus

El director de Pfizer dijo que su objetivo es reducir la
población mundial

Translation

5G and wireless radiation produce damaging effects
for your health

They are using aborted fetuses to produce the
COVID vaccine

The director of Pfizer said that their goal is to reduce
the global population

Twitter API query

(5G OR "radiacion inalambrica") (causa OR
causan OR efecto OR efectos OR causaron OR

causo OR causara OR causaran) lang:es -
filter:retweets

(feto OR fetos OR abortado OR abortados OR
abortada OR abortadas) vacuna lang:es -

filter:retweets

pfizer (((reducir OR reduce OR reducen) AND
poblacion) OR despoblacion OR sobrepoblacion)

lang:es -filter:retweets

Figure 5: Part 2 of Spanish Claims and Queries
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Abstract
While Bangla is considered a language with
limited resources, sentiment analysis has been
a subject of extensive research in the literature.
Nevertheless, there is a scarcity of exploration
into sentiment analysis specifically in the realm
of noisy Bangla texts. In this paper, we intro-
duce a dataset (NC-SentNoB) that we anno-
tated manually to identify ten different types
of noise found in a pre-existing sentiment anal-
ysis dataset comprising of around 15K noisy
Bangla texts. At first, given an input noisy text,
we identify the noise type, addressing this as
a multi-label classification task. Then, we in-
troduce baseline noise reduction methods to
alleviate noise prior to conducting sentiment
analysis. Finally, we assess the performance
of fine-tuned sentiment analysis models with
both noisy and noise-reduced texts to make
comparisons. The experimental findings indi-
cate that the noise reduction methods utilized
are not satisfactory, highlighting the need for
more suitable noise reduction methods in future
research endeavors. We have made the imple-
mentation and dataset presented in this paper
publicly available1.

1 Introduction

Sentiment analysis is the process of analyzing and
categorizing the emotions or opinions expressed in
textual content. This process holds considerable
importance in evaluating public sentiments, ana-
lyzing social media posts, and assessing customer
feedback. It contributes significantly to gaining in-
sights into ongoing social media dynamics. There
have been nearly 7000 papers published on this
topic and 99% of the papers have appeared after
2004, making sentiment analysis one of the fastest-
growing research areas (Mäntylä et al., 2018).

With the recent emergence of pre-trained lan-
guage models (PLMs) (Devlin et al., 2018a; Liu

1https://github.com/ktoufiquee/A-Comparative
-Analysis-of-Noise-Reduction-Methods-in-Sentime
nt-Analysis-on-Noisy-Bangla-Texts

Sentiment Data Noise
Neutral [B] Aenk idn OeyT

kraIeqn saeym vaI
[E] You kept me waiting
for several days brother
Sayem.

Mixed
Language

Local Word

Positive [B] Aaim maeC maeC JaI -
xub mangt xabar
[E] I occasionally visit,
and the food is of high
quality.

Punctuation
Error

Negative [B] vaI dyaker xabar në

krebßa
[E] Please don’t waste
food brother.

Spacing

Error
Spelling

Error

Table 1: Few examples from our NC-SentNoB dataset
with sentiment on the leftmost column and noise types
on the rightmost column. B represents the original text
in Bangla and E represents the corresponding English
translation.

et al., 2019; He et al., 2020; Raffel et al., 2020; Xue
et al., 2020), there has been a notable enhancement
in the sentiment analysis task. However, when
confronted with increased textual noise, the perfor-
mance of PLMs drops drastically (around 50%),
primarily due to the inability of the tokenizer to
handle misspelled words (Srivastava et al., 2020).
This issue is less pronounced in English, where
most typing tools and applications offer robust auto-
correction systems. However, Bangla, despite be-
ing the seventh most spoken language with a mini-
mum of 272.7 million speakers (Wikipedia, 2023),
faces significant challenges due to the absence of
an effective auto-correction system in digital de-
vices and software. As a result, a considerable
amount of text shared on social media platforms
often exhibits diverse forms of noise, including in-
formal language, regional words, spelling errors, ty-
pographic errors, punctuation errors, coined words,
embedded metadata, a mixture of two or more lan-
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guages (code-mixed text), grammatical mistakes
and so forth (Srivastava et al., 2020). For example,
the sentence "na , muI Oega ikqu kI naI , duhxu paIeb"
(English: No, I did not tell them anything, they
will get sad) incorporates regional words like "muI"
("Aaim", I), "Oega" ("Oedr", them), "kI" ("bil", tell),
"paIeb" ("paeb", get), alongside a spelling error "duhxu"
("duhx", sad).

Recent investigations into Bangla sentiment anal-
ysis have primarily focused on Bangla texts, Ro-
manized Bangla texts (Hassan et al., 2016), and
social media comments (Chakraborty et al., 2022).
However, there is a notable scarcity of research
specifically addressing noisy Bangla texts, and
the available datasets for such studies are limited.
To address this gap, the SentNoB dataset (Islam
et al., 2021) has been recently introduced, aiming
to tackle challenges associated with sentiment anal-
ysis in noisy Bangla texts. Nevertheless, it is worth
noting that this dataset lacks annotations for noise
types present in the noisy texts and does not incor-
porate any noise reduction methods. The presence
of noise significantly impacts the performance of
models compared to their performance on noiseless
text, which indicates a potential area for further re-
search. To address these issues, we have made the
following contributions:

• We present a dataset named NC-SentNoB
(Noise Classification on SentNoB dataset),
designed for the identification of ten distinct
types of noise found in approximately 15K
noisy Bangla texts. Few sample instances are
provided in Table 1.

• We employ machine learning, deep learning
and fine-tune pre-trained transformer models
to identify noise types in noisy Bangla texts
(a multi-label classification task) and to per-
form sentiment analysis on both noisy and
noise-reduced texts (a multi-class classifica-
tion task).

• We conduct experiments with various tech-
niques to reduce noise from Bangla texts
including spell correction, back translation,
paraphrasing and masking. To assess their ef-
fectiveness, we compare the performance of
these methods against a set of 1000 random,
noisy texts that have been manually corrected
by annotators.

• We have made our dataset and codes openly
accessible for further research in this field.

2 Related Works

Haque et al. (2023) integrated 42,036 samples from
two publicly available Bangla datasets, achieving
the highest accuracy (85.8%) in multi-class sen-
timent analysis with their proposed C-LSTM. Is-
lam et al. (2020) introduced two manually tagged
Bangla datasets, achieving 71% accuracy for bi-
nary classification and 60% for multi-class classifi-
cation using BERT with GRU. Bhowmick and Jana
(2021) outperformed the baseline model proposed
by Islam et al. (2020), attaining a 95% accuracy
on binary classification by fine-tuning m-BERT and
XLM-RoBERTa. Samia et al. (2022) utilized BERT,
BiLSTM, and LSTM for aspect-based sentiment anal-
ysis, where BERT performed best by achieving 95%
in aspect detection and 77% sentiment classifica-
tion. Hasan et al. (2023) fine-tuned transformer
models where BanglaBERT surpassed other models
with 86% accuracy and a macro F1-score of 0.82
in multi-class setting.

Bangla sentiment analysis has also been ex-
tended to address the challenges of noisy social
media texts. One of the notable contributions is
SentNoB, a dataset of over 15,000 social media
comments developed by Islam et al. (2021). It
was benchmarked by SVM with lexical features,
neural networks, and pre-trained language mod-
els. The best micro-averaged F1-Score (0.646)
was achieved by SVM with word and character n-
grams. Hoq et al. (2021) added Twitter data to
SentNoB and got 87.31% accuracy with multi-
layer perceptrons. Islam et al. (2023) developed
SentiGOLD, which is a balanced Bangla senti-
ment dataset consisting of 70,000 entries with five
classes which utilized SentNoB for cross-dataset
evaluation. It was benchmarked by BiLSTM, HAN,
BiLSTM, CNN with attention and BanglaBERT.
The best macro F1-Score (0.62) was achieved by
fine-tuning BanglaBERT, which also got an F1-
Score (0.61) on SentNoB during cross-dataset test-
ing.

As for the correction of noisy texts, Koyama
et al. (2021) performed a comparative analysis of
grammatical error correction using back-translation
models. It was observed that the transformer-based
model achieved the highest score on the CoNLL-
2014 dataset (Ng et al., 2014). Sun and Jiang (2019)
employed a BERT-based masked language model-
ing for contextual noise reduction. This method
involves sequentially masking and correcting each
word in a sentence, starting from the left. They

45



found that this noise reduction method significantly
enhances performance in applications such as neu-
ral machine translation, natural language interfaces,
and paraphrase detection in noisy texts.

3 Noise Identification

In this section, we first manually annotate all the
instances from SentNoB dataset, categorizing them
into ten separate noise categories. A single instance
may fall into multiple noise categories. Then, we
outline the process of noise identification, where
the objective is to determine the type of noise
present in a given noisy Bangla text. This task
is framed as a multi-label classification task.

3.1 Existing Dataset
The SentNoB dataset (Islam et al., 2021) has a to-
tal of 15,728 noisy Bangla texts. While the dataset
offers a collection of noisy Bangla texts, it lacks
information regarding the specific types of noise
present in these texts. The dataset is partitioned
into three subsets: train (80%), test (10%), and val-
idation (10%). Each text is categorized into one of
three labels: positive, neutral, and negative. These
labels represent the sentiment or tone expressed in
each text.

3.2 Dataset Development
To the best of our knowledge, there is currently
no dataset specifically designed for the purpose of
identifying noise in Bangla texts. To address this
gap, we expanded the SentNoB dataset to create
a noise identification dataset named NC-SentNoB
(Noise Classification on SentNoB dataset), encom-
passing a total of 15,176 noisy texts. In the process,
we eliminated 552 duplicate values present in the
original dataset to enhance data integrity. We main-
tained the train-validation-test splitting ratio of the
original dataset and the distribution of data in each
partition is detailed in Table 2.

Neutral Positive Negative
Train 2,767 4,948 4,318
Test 361 650 570
Validation 354 621 587
Total 3,482 6,219 5,475

Table 2: Data distribution in each partition.

3.3 Annotation
The primary idea behind developing the NC-
SentNoB dataset was to categorize the noises avail-

able in the dataset. To do this, the authors thor-
oughly investigated the SentNoB dataset, deter-
mined ten categories, and defined rules for each
noise type as the annotation guidelines. The details
of each noise category are presented in Appendix
C. We first invited seven native Bangla speakers
to assist us with the annotating process. Next, we
asked each participant to label 50 samples, from
which we determined their trustworthiness score
(Price et al., 2020). We used 10 samples out of
the 50 as control samples and discovered that only
four participants achieved the 90% trustworthiness
score threshold. The degree of agreement across
annotators is calculated using Fleiss’ kappa score
(Fleiss, 1971) to maintain the quality of the annota-
tion. After computing the scores for four indepen-
dent annotators, we found a reliable score of 0.69,
indicating a substantial degree of agreement.

Figure 1: Length-Frequency distribution of Texts.

3.4 Dataset Statistics
It is evident from Table 2 that the dataset is im-
balanced, with the number of texts in the neutral
category significantly lower than those in both the
positive and negative categories. In addition to the

Class Instances #Word/Instance
Local Word 2,084 (0.136%) 16.05
Word Misuse 661 (0.043%) 18.55
Context/Word Missing 550 (0.036%) 13.19
Wrong Serial 69 (0.005%) 15.30
Mixed Language 6,267 (0.410%) 17.91
Punctuation Error 5,988 (0.391%) 17.25
Spacing Error 2,456 (0.161%) 18.78
Spelling Error 5,817 (0.380%) 17.30
Coined Word 549 (0.036%) 15.45
Others 1,263 (0.083%) 16.52

Table 3: Statistics of NC-SentNoB per noise class.

class imbalance, the dataset also exhibits a wide
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variation in the length of the texts. On an aver-
age, the texts have a length of 66 characters. The
longest text is 314 characters, while the shortest
text is only 11 characters long. Figure 1 shows
the length frequency distribution of the texts over
the whole dataset. Table 3 shows the statistics of
different types of noise we found. This provides an
insight into the most common noise of Bangla texts
found on the dataset. The table shows that Mixed
Language is the most common noise type, Spelling
Error is the second most common, and Wrong Se-
rial is the least common. Figure 2 indicates low
correlation coefficients, suggesting a minimal lin-
ear association between noise categories. Notably,
Mixed Language and Spelling Error have the least
correlation at -0.12, implying a slight inverse rela-
tionship between these two types. This indicates if
a sentence in the dataset contains an error of Mixed
Language, it has a higher possibility of not having
any Spelling Error and vice versa.

Figure 2: Heatmap of correlation coefficients among
different noise types in NC-SentNoB.

3.5 Baselines

For noise identification, we implemented Support
Vector Machine (SVM) (Cortes and Vapnik, 1995)
(utilizing both character and word n-gram features),
Bidirectional Long Short Term Memory (BiLSTM)
(Hochreiter and Schmidhuber, 1997) network,
and fine-tuned the pre-trained Bangla-BERT-Base
(Sarker, 2020) model. The descriptions of the mod-
els can be found in Appendix A. The rationale
behind the classification is to develop an automatic
text pre-processing step that identifies different
types of noise present in Bangla texts. We firmly

believe that this pre-processing step will play a vi-
tal role in addressing challenges associated with
noisy Bangla texts by aiding in the development of
noise specific reduction methods.

3.6 Experimental Setup
SVM was implemented with a regularization param-
eter of 1. As for BiLSTM and Bangla-BERT-Base,
Binary Cross-Entropy Loss was used. Both models
were trained using the AdamW optimizer, with a
learning rate of 1e− 6 for BiLSTM and 1e− 5 for
Bangla-BERT-Base. The batch sizes were set at
256 for BiLSTM and 128 for Bangla-BERT-Base.

3.7 Results & Analysis
Table 4 presents the performance comparison of
the implemented models on noise identification.
Bangla-BERT-Base achieves the highest micro F1-
score at 0.62, while SVM with character-level fea-
tures secures the second-best score of 0.57. How-
ever, BiLSTM has the lowest micro F1-score of 0.24.
The comparison between SVM with character-level

Model Precision Recall F1-Score
SVM (C) 0.76 0.45 0.57
SVM (W) 0.64 0.38 0.48
SVM (C + W) 0.75 0.45 0.56
Bi-LSTM 0.36 0.18 0.24
Bangla-BERT-Base 0.73 0.54 0.62

Table 4: Performance comparison of different models
on noise identification. C represents character level n-
gram and W represents word level n-gram.

features and SVM with word-level features shows
that the former attains a higher score. This sug-
gests that character-level information is more cru-
cial for noise identification. Implementing a similar
character-level approach in neural network models
and fine-tuning other pre-trained language models
may improve the noise identification performance
which we leave open for future work. Table 5 illus-
trates the performance of Bangla-BERT-Base on
each type of noise. It can be seen that the model
fails to classify instances of the Wrong Serial type.
This is primarily due to the low amount of data
available for this specific class in the dataset.

4 Sentiment Analysis

In this section, we outline the methodology em-
ployed for conducting sentiment analysis on the
NC-SentNoB dataset. We employ a cost-sensitive
learning objective to fine-tune seven pre-trained
transformer models for the sentiment analysis task.
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Class Precision Recall F1-Score
Local Word 0.46 0.49 0.47
Word Misuse 0.65 0.16 0.25
Context/Word Missing 0.33 0.06 0.10
Wrong Serial 0.00 0.00 0.00
Mixed Language 0.75 0.85 0.80
Punctuation Error 0.83 0.54 0.65
Spacing Error 0.86 0.21 0.33
Spelling Error 0.64 0.55 0.59
Coined Word 0.82 0.89 0.86
Others 0.76 0.76 0.76

Table 5: Class-wise performance of Bangla-BERT-
Base on noise identification task.

We conduct two distinct experiments: the first in-
volves fine-tuning transformers on the noisy texts,
while the second entails fine-tuning transformers
after reducing noise from the original noisy texts.

4.1 Baselines

We utilized seven publicly available pre-trained
transformer models: Bangla-Bert-Base (Sarker,
2020), BanglaBERT (Bhattacharjee et al., 2022a),
BanglaBERT Large (Bhattacharjee et al., 2022a),
SahajBERT2, Bangla-Electra3, MuRIL (Khanuja
et al., 2021). The descriptions of the models can
be found in Appendix A.

4.2 Cost-sensitive Learning

Cost-sensitive learning (Elkan, 2001) is a process
of training where we can make the model priori-
tize samples from the minority class above those
from the majority class by suggesting a manually
established weight for every class label in the cost
function that is being minimized. We adopted this
method in the sentiment analysis task. In order
to provide a more equitable and balanced model
performance, we tried imposing larger costs to the
classes that are in the minority in numbers due to
the imbalance scenario in the NC-SentNoB dataset,
as seen in Table 2. This was accomplished by pro-
viding class weights to the Cross-Entropy loss func-
tion used to train the models.

4.3 Experimental Setup

Cost-sensitive learning was incorporated by us-
ing class weights as a cost matrix into the Cross-
Entropy loss function. The class weights were set at
1.4496 for neutral, 0.8106 for positive, and 0.9289
for negative classes. For fine-tuning, the AdamW

2https://huggingface.co/neuropark/sahajBERT
3https://huggingface.co/monsoon-nlp/bangla-e

lectra

optimizer was used with a learning rate of 1e− 5,
betas set at (0.9, 0.9999), an epsilon value of 1e−9,
and a weight decay of 0.08. Due to resource con-
straints, batch size was set to 48 for sahajBERT, 32
for BanglaBERT Large, and 128 for the rest of the
models.

Model Precision Recall F1-Score
Bangla-BERT-Base 0.72 0.72 0.72
BanglaBERT 0.75 0.75 0.75
BanglaBERT Large 0.74 0.74 0.74
BanglaBERT Generator 0.72 0.72 0.72
sahajBERT 0.72 0.72 0.72
Bangla-Electra 0.68 0.68 0.68
MuRIL 0.73 0.73 0.73

Table 6: Performance of sentiment analysis models fine-
tuned on noisy texts.

4.4 Experiment with noise
Table 6 illustrates the performance comparison of
the seven fine-tuned models. BanglaBERT yields
the highest scores across all evaluation metrics
with a micro F1-score of 0.75. This result out-
performs the highest micro F1-Score of 0.6461
with SVM previously reported by Islam et al. (2021).
It is also noteworthy that all other models except
Bangla-Electra have demonstrated results that
are somewhat comparable with ranges between
0.72 and 0.75 in terms of micro F1-score.

4.5 Experiment by reducing noise
In this experiment, we first outline the noise re-
duction strategies utilized prior to sentiment analy-
sis. We then randomly select 1000 noisy texts and
manually correct them. We use these 1000 manu-
ally corrected texts as ground truth for measuring
the performance of the noise reduction methods
in terms of semantic similarity. To assess perfor-
mance, we employ various established evaluation
metrics.

Class Instances
Local Word 132 (13.2%)
Word Misuse 32 (03.2%)
Context/Word Missing 39 (03.9%)
Wrong Serial 4 (00.4%)
Mixed Language 416 (41.6%)
Punctuation Error 323 (32.3%)
Spacing Error 133 (13.3%)
Spelling Error 376 (37.6%)
Coined Word 33 (03.3%)
Others 92 (09.2%)

Table 7: Statistics of noise types on manually corrected
1000 data.

48

https://huggingface.co/neuropark/sahajBERT
https://huggingface.co/monsoon-nlp/bangla-electra
https://huggingface.co/monsoon-nlp/bangla-electra


4.5.1 Process of Noise Reduction

Complete elimination of noise from the noisy texts
is impossible. However, our aim is to minimize
noise to the greatest extent possible. This section
details four distinct methods for reducing noise
in noisy texts: back-translation, spelling correc-
tion, paraphrasing and replacing out of vocabu-
lary (OOV) words with predictions generated by
a masked language model (MLM). Additional de-
tails about the employed methods can be found in
Appendix A.
(a) Back-translation. Back-translation serves as a
method to correct various errors within a sentence.
As pre-trained models have been trained on exten-
sive corpora of noiseless sentences, they can gener-
ate a noiseless translated sentence when presented
with a noisy sentence as input. Also, translating
that sentence back into the original language may
result in a corrected version. For this study, all in-
put texts were initially translated into English and
then into Bangla using back-translation. Two mod-
els were chosen for this purpose: Google Translate,
a web service employing an RNN-based model and
BanglaT5 models pre-trained on the BanglaNMT
English-Bangla and BanglaNMT Bangla-English
dataset (Bhattacharjee et al., 2022b).
(b) Spelling Correction. For the noisy texts we
are working with, correcting spelling errors can
be a beneficial process as spelling errors can af-
fect the tokenization process. To address this issue,
we implemented a spell correction algorithm based
on Soundex and Levenshtein distance. This algo-
rithm replaces misspelled words with the closest
matching words found in the Bangla dictionary4.
However, as it is not context-based, there are in-
stances where it fails to correct all spellings and
may even introduce out-of-context words in the
sentence.
(c) Paraphrasing. Paraphrasing involves changing
the words of a sentence without altering its mean-
ing. Similar to translation models, paraphrasing
models have the potential to provide a noiseless
paraphrased output when given a noisy input. For
this study, we used the BanglaT5 model pre-trained
on the Bangla Paraphrase dataset (Akil et al., 2022).
We observed the performance of the BanglaT5
paraphrase model on some randomly selected noisy
texts from our dataset and found that the model
performs poorly when the input data contains mis-

4https://github.com/MinhasKamal/BanglaDiction
ary

spelled words. To address this issue, we used the
spelling corrector algorithm prior providing input
to the model.
(d) Mask Prediction. To improve the qual-
ity of noisy texts and address out-of-vocabulary
words, we replaced OOV words with <MASK>
and used the predictions generated by a Masked
Language Model (MLM). We also implemented
random masking for replacement with each word
having a 20% possibility of getting replaced by
the MLM model. For both cases, we used
BanglaBERT Generator (Kowsher et al., 2022)
model.

4.5.2 Evaluation of Noise Reduction
We first use several well-known metrics to quantify
the performance of the noise reduction techniques.
The evaluation is performed based on 1000 manu-
ally corrected texts. The first four authors individ-
ually corrected 250 texts each, while the last two
authors verified corrections for 500 texts each. We
then compare and analyze the performance of the
noise reduction methods.
Evaluation Metrics. To evaluate the noise re-
duction methods, we employed a range of met-
rics including BLEU, ROUGE-L, BERTScore,
SBERT Score, BSTS, BERT-iBLEU, and Word
Coverage (utilizing Word2Vec, FastText, and
Bangla-BERT-Base). Additionally, we conducted
human evaluations of the noise reduced sentences
by native Bangla speakers. The detailed descrip-
tions of the evaluation metrics along with the hu-
man evaluation procedure are presented in Ap-
pendix B.
Noise Reduction Performance. From the data pre-
sented in Table 8, it can be seen that the original
noisy texts scored highest on BLEU and ROUGE-
L, which is unsurprising since the ground truth
sentences contain nearly identical words. This ob-
servation is further supported by the spell-corrected
sentences, which also achieve a similar score due
to having nearly identical words. Similarly, for
BERTScore, SBERT Score, and BSTS, the scores
are higher for noisy texts. This is primarily because
of the nature of textual embeddings and the tok-
enization method used. As mentioned earlier, BERT
uses WordPiece tokenization, which can result in
identical words having the same token. Therefore,
when comparing noisy texts with their correspond-
ing ground truth sentences, many tokens are likely
to match perfectly, leading to higher cosine sim-
ilarity scores. However, although not having the
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BLEU ROUGE-L BERT
Score

SBERT
Score BSTS BERT

-iBLEU
Word Coverage Human

Evaluation
(%)Word2Vec FastText Bangla

BERT
Noisy Text 65.77 79.71 93.21 88.32 93.67 51.65 75.54 82.92 71.26 X
Google
Translate 21.55 39.46 84.72 81.04 84.28 80.93 87.52 89.01 84.86 37.90

BanglaT5
Translate 16.57 32.09 81.30 75.27 82.15 80.12 89.01 87.52 85.66 21.10

Spell
Correction (SC) 61.17 77.35 92.29 87.86 92.94 56.50 82.72 88.51 80.76 35.80

SC +
Paraphrase 20.35 36.44 83.32 74.15 85.60 80.63 86.79 86.79 83.89 20.80

MLM
(OOV) 60.99 76.44 90.72 86.90 91.82 56.60 88.51 82.27 87.18 26.80

MLM
(Random) 44.17 70.00 90.76 85.26 93.45 68.93 86.41 88.35 93.20 10.40

Table 8: Performance comparison of different noise reduction methods
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[N] Aapin eta Hat zya vuel egeln vaI
[C] Aapin eta Hat ezaya vuel egeln vaI
[E] Brother you forgot to wash your hands.

A
ft

er
re

du
ct

io
n [S] Aapin eta Hat dya vuel egeln vaI

[SP] tuim etamar Hat-payer dya vuel egq, vaI.
[TG] vaI Aapin Hat zuet vuel egeqn
[TM] tuim Hat zret vuel egeqa
[MO] Aapin eta Hat Haraet vuel egeln vaI
[MR] Aapin eta Hat zret vuel egeln vaI

Table 9: Input and output of a single noisy text by the
noise reduction methods. N denotes the original noisy
text, C indicates the corrected text, and E represents En-
glish translation of the corrected text. S, SP, TG, TM,
MO, and MR represent outputs of spelling correction,
paraphrasing with spelling correction, back-translation
using Google Translate, back-translation with T5 mod-
els, masked language modeling for out-of-vocabulary
words, and random masked language modeling respec-
tively. For each sentence, noisy words are marked with
Red color, and noise reduced words are marked with
Green color.

highest score, back-translation, paraphrasing, and
mask prediction methods score above 80% in both
BERTScore and BSTS, implying that they are se-
mantically similar and the meaning of the sentences
have not changed drastically. BERT-iBLEU score
accounts for the presence of textually similar words
by applying penalization while emphasizing seman-
tic meaning, leading to Google Translate achieving
the highest score in this metric. Moreover, the word
coverage results show different methods scoring
the highest instead of noisy texts. This is due to the
generated words or sentences from these models

having a higher possibility of being noiseless words
from their respective vocabularies. All of the scores
are based on the textual similarity of the ground
truths and noise reduced sentences. Thus, we re-
lied on human evaluation to select the best noise
reduction method where 4 native Bangla speak-
ers evaluated the sentences and discovered that the
back-translation method utilizing Google Translate
API was the most reliable in terms of maintaining
contextual meaning. The input and output of each
noise reduction method for a single noisy text are
shown in table 9. Except for back-translation using
Google Translate, all methods fail to rectify the
spelling problem in the input. Most approaches
change the meaning of the sentence by changing
the noisy word.

4.5.3 Results & Analysis

We prioritized the human evaluation score based
on the results of Table 8 and used back-translated
data obtained from Google Translate to execute
the sentiment analysis task by fine-tuning seven
pre-trained transformer models. We applied the
same noise reduction method on both the test and
validation sets. We compared the sentiment analy-
sis performance of the models fine-tuned on noisy
and noiseless data presented in Tables 6 and 10.
From Table 10, it can be seen that models fine-
tuned on back-translated data only attain the high-
est F1-Score of 0.73. This outcome remains con-
sistent across all models evaluated during our ex-
perimentation. The model fine-tuned on noisy data
outperformed the same model fine-tuned on back-
translated data. The reason for this disparity of
performance is that, while back-translation can mit-
igate some sources of noise, it can also introduce
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Model Precision Recall F1-Score
Bangla-BERT-Base 0.69 0.69 0.69
BanglaBERT 0.72 0.72 0.72
BanglaBERT Large 0.73 0.73 0.73
BanglaBERT Generator 0.70 0.70 0.70
sahajBERT 0.70 0.70 0.70
Bangla-Electra 0.66 0.66 0.66
MuRIL 0.71 0.71 0.71

Table 10: Performance of sentiment analysis models
fine-tuned on noise reduced texts (back-translation with
google translate).

changes in the contextual meaning of the sentences
(see Appendix D). Because of this, it had a score of
37.90% on human evaluation where our main pri-
ority of scoring was the contextual meaning of the
sentence. We used the human evaluation score to
achieve the best noise reduction strategy, although
as shown in Table 8, other techniques scored well
on several metrics as well. Nevertheless, it is worth-
while to explore alternative approaches beyond
back-translation to determine whether a particular
noise reduction method yields superior results in ad-
dressing specific types of noisy texts. Table 11 illus-

Class Precision Recall F1-Score
Neutral 0.53 0.51 0.52
Positive 0.77 0.77 0.77
Negative 0.78 0.80 0.79
Micro 0.73 0.73 0.73
Macro 0.69 0.69 0.69
Weighted 0.72 0.73 0.72

Table 11: Class-wise performance of BanglaBERT
Large on noise reduced texts (back-translation with
google translate).

trates the class-wise results of our best-performing
model - BanglaBERT Large on noise reduced data.
It is clear from the table that the results are quite
high for the positive and negative classes but the
opposite for the neutral class. Few training data
points might be the reason for this low performance
in that particular class.

5 Limitations and Future Works

One obvious limitation is that none of the noise
reduction methods we employed were able to cor-
rectly reduce noise from the noisy texts. As a
result, fine-tuned models achieved a lower score
in sentiment analysis than models fine-tuned on
noisy texts. Another limitation is that we have
not evaluated sentiment analysis by considering
alternative noise reduction techniques other than

back-translation by Google Translate. Although
other noise reduction methods performed poorly
in human evaluation, it would be interesting to
study whether their performance in noise reduc-
tion correlates with the performance in sentiment
analysis. Furthermore, the NC-SentNoB dataset
contains only a very small number of Wrong Serial
data instances. Other categories such as Context/-
Word Missing, Word Misuse, and Coined Word are
also underrepresented. In future, we would like to
increase the data in these categories to tackle data
imbalance, which may potentially enhance the per-
formance of the transformer models. In addition, to
combat noise coming from spelling variation and
dialectal differences, we plan to incorporate text
normalization methods i.e. character-level spell
correction models (Farra et al., 2014; Zaky and
Romadhony, 2019) and character-level Neural Ma-
chine Translation (NMT) models (Lee et al., 2017;
Edman et al., 2023) for back-translation. We hy-
pothesize that text normalization methods might be
a viable solution due to their ability to comprehend
context at character level. Finally, we will investi-
gate noise-specific reduction techniques and report
on the noise reduction approaches that demonstrate
superior results in addressing particular types of
noisy texts.

6 Conclusion

This study involves a comparison of various noise
reduction techniques to assess their effectiveness
in reducing noise within the NC-SentNoB dataset,
which includes ten distinct types of noises. The
results indicate that none of the noise reduction
methods effectively reduce noise in the texts, lead-
ing to a lower F1-score compared to the sentiment
analysis of noisy texts. This underscores the neces-
sity for the development of noise-specific reduction
techniques. We conducted a statistical analysis of
our NC-SentNoB dataset and employed baseline
models to identify the noises. However, the data im-
balance adversely impacts the model performance
suggesting potential enhancement upon addressing
this imbalance.
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Appendix

A Model Descriptions

A.1 Noise Identification

(a) SVM. Support Vector Machine (SVM) is de-
signed to find a hyperplane in a high-dimensional
space. This hyperplane separates data points of
different classes while maximizing the margin be-
tween these classes. For feature extraction, the
TF-IDF Vectorizer was employed, utilizing both a
character analyzer and a word analyzer. These are
represented as SVM (C) for the character analyzer
and SVM (W) for the word analyzer, respectively,
using n-grams in the range of 1 to 4. Additionally,
a combination of both character and word n-gram
features was tested, denoted as SVM (C + W).
(b) BiLSTM. BiLSTM captures long-range depen-
dencies and contextual information among items in
a sequence. It has two LSTM layers, one that reads
the input sequence in a forward direction and the
other in a reverse direction. The outputs of these
two layers are then concatenated to produce a final
output for each item in the sequence. Our BiLSTM
implementation features an embedding size of 512,
a hidden size of 110, and consists of 2 layers.
(c) Bangla-BERT-Base. A pretrained Bangla lan-
guage model using mask language modeling ob-
jective (Sarker, 2020). It has the same architecture
as the bert-base-uncased (Devlin et al., 2018b)
model with an embedding size of 768 and a total
parameter of 110M.

A.2 Noise Reduction

(a) BanglaT5. A sequence-to-sequence trans-
former model that has been pre-trained using the
span corruption objective (Bhattacharjee et al.,
2022b). It consists of 247 million parameters and
has an embedding size of 768. For the implementa-
tion of the back-translation method, the BanglaT5
model, pre-trained on the BanglaNMT Bangla-
English dataset (Bhattacharjee et al., 2022b), is
used for Bangla to English translation. Conversely,
for English to Bangla translation, the BanglaT5
model pre-trained on the BanglaNMT English-
Bangla dataset (Bhattacharjee et al., 2022b) is uti-
lized. Additionally, the paraphrasing model em-
ployed by us is also BanglaT5 model, which has
been pre-trained on the BanglaParaphrase dataset
(Akil et al., 2022).
(b) BanglaBERT Generator. This is an ELEC-
TRA (Clark et al., 2020) generator that has been

pre-trained using the Masked Language Modeling
(MLM) objective, specifically on extensive Bangla
corpora (Bhattacharjee et al., 2022a). It has an em-
bedding size of 768 and consists of 110M param-
eters. This model has been employed to perform
the MLM task on out-of-vocabulary words and to
execute random MLM with each word having a
20% possibility of being masked.

A.3 Sentiment Analysis

(a) BanglaBERT. An ELECTRA (Clark et al.,
2020) discriminator model pre-trained with the Re-
placed Token Detection (RTD) objective. It has an
embedding size of 768 and a total of 110M param-
eters (Bhattacharjee et al., 2022a).
(b) BanglaBERT Large. A larger variant of
BanglaBERT, with 335M parameters and an em-
bedding size of 1024 (Bhattacharjee et al., 2022a).
(c) sahajBERT5. Pre-trained in Bangla language
using Masked Language Modeling (MLM) and
Sentence Order Prediction (SOP) objectives. It
follows A Lite BERT (ALBERT) (Lan et al., 2019)
architecture and has a total of 18M parameters and
an embedding size of 128.
(d) Bangla-Electra6. Trained with ELECTRA-
small (Clark et al., 2020) with an embedding size
of 128 and a total of 14M parameters.
(e) MuRIL. A BERT model pre-trained on 17 In-
dian languages and their transliterated counterparts
(Khanuja et al., 2021). It has 110M parameters
and an embedding size of 768 for each token. The
model is pre-trained on both monolingual and par-
allel segments.

B Performance Evaluation Metrics

B.1 Noise Reduction

(a) BLEU. BiLingual Evaluation Understudy (Pa-
pineni et al., 2002) is a commonly used scoring
method that measures the overlap between refer-
ence and candidate sentences, providing a similar-
ity measurement.
(b) ROUGE-L. Recall-Oriented Understudy for
Gisting Evaluation - Longest Common Subse-
quence (Lin, 2004) computes a similarity score
by taking into account of longest common sub-
sequences appearing in both reference and candi-
date sentences. Similar to the BLEU score, this
scoring method does not provide much insight into

5https://huggingface.co/neuropark/sahajBERT
6https://huggingface.co/monsoon-nlp/bangla-e

lectra
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semantic measurements, only the similarity of over-
lapping words/sub-sequences.
(c) BERTScore. BERTScore (Zhang et al., 2019)
uses the cosine similarity of contextual embedding
of the token provided from a BERT-based model.
For this, we used the bert-score7 library, which
uses a multilingual BERT for Bangla sentences.
(d) SBERT Score. For this method, we em-
ployed paraphrase-multilingual-MiniLM-L12-v2
(Reimers and Gurevych, 2019), a model that maps
sentences and paragraphs to a 384 dimensional
dense vector space. It supports more than 50 lan-
guages and employs cosine similarity to assess the
similarity between the input text and the ground
truth.
(e) BSTS. Bangla Semantic Textual Similarity was
first introduced by (Shajalal and Aono, 2018). It
uses embeddings of Word2Vec to calculate the sim-
ilarity between two sentences.
(f) BERT-iBLEU. The scoring method was origi-
nally proposed by (Niu et al., 2020), which com-
bines BERT-Score and BLEU Score to measure the
semantic similarity of sentences while penalizing
for the presence of similar words. This scoring
system is particularly suitable for our needs, as we
intend to evaluate the method based on its ability
to keep the semantic meaning intact while making
necessary changes to reduce noises.
(g) Word Coverage. Pre-trained word embedding
models like FastText (Sarker, 2021), and Word2Vec
(Sarker, 2021) create a vocabulary on the corpus
they are trained on. As they are trained on noise-
less sources like Wikipedia articles, their vocab-
ulary contains accurate words. By measuring the
percentage of tokens of our data covered in their vo-
cabulary, we can gain insight into what percentage
of tokens were noise reduced properly. However,
this method may not address all types of noises.
Additionally, we also calculated word coverage us-
ing the vocabulary of Bangla-BERT-Base (Sarker,
2020).
(h) Human Evaluation. The output texts were
evaluated by annotators by comparing them to the
1000 established ground truths. A noise reduced
output was considered correct if it retained the
same meaning as the ground truth and reduced at
least some of the noise or complete noise from the
original sentence. In essence, the score represents
the proportion of accurate noise reduced data rel-
ative to the 1000 ground truth. The score can be

7https://pypi.org/project/bert-score/

defined as:

Score (Human Evaluation) =
x

T
∗ 100

Here, x = Accurately noise reduced data
T = Total number of data

B.2 Classification
For both classification tasks (noise and sentiment),
we used micro precision, recall, and F1-score.
(a) Precision. Precision measures the accuracy of
positive predictions, specifically how many of them
are correct (true positives) (Powers, 2020). Alter-
natively known as True Positive Accuracy (TPA),
it is calculated as:

Precision =
TP

TP + FP

where TP indicates true positive and FP indicates
false positive.
(b) Recall. Recall, or True Positive Rate (TPR),
gauges the classifier’s ability to accurately predict
positive cases by determining how many of them it
correctly identified out of all the positive cases in
the dataset (Powers, 2020). It is defined as:

Recall =
TP

TP + FN

where TP indicates true positive and FN indicates
false negative.
(c) F1-Score. The F1-score is the harmonic mean
of precision and recall, providing a balance be-
tween the two in cases where one may be more
significant than the other. F1-score is defined as:

F1-Score = 2× Precision × Recall
Precision + Recall
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C Types of Noise in NC-SentNoB

NC-SentNoB dataset contains labeled data for 10 types of noise. Table 12 illustrates the definition of each
noise type annotators used for the annotation process. In case of Punctuation Error, an exception was
made for sentences that end without a period "." due to the nature of the data. If such instances were
considered errors, the majority of the data would be labeled as having punctuation errors. This could lead
to trained models predominantly focusing on this single type of error, rather than recognizing and learning
from a broader range of punctuation errors.

Type Definition Example with Correction
Local Word Any regional words even if there is a

spelling error
[N] �eS�r saeQ UÑerr ekan iml paIlam na
[C] �eS�r saeQ UÑerr ekan iml eplam na
[E] I did not find any similarity between
the question and the answer.

Word Misuse Wrong use of words or unnecessary repe-
titions of words

[N] taek AaIenr AaOtay SaiÚ edOya eHak
[C] taek AaIenr AaOtay Saiï edOya eHak
[E] He should be punished under the law.

Context/Word miss-
ing

Not enough information or missing words [N] itin EkmaE paern EI mHaibpd - p�iQb�ek
rXa kret
[C] itin EkmaÕ paern EI mHaibpd eQek p�iQ-
b�ek rXa kret
[E] He is the only one who can save the
world from this catastrophe.

Wrong Serial Wrong order of the words [N] saraedeS Apraz� x�ujun , Aaera Hey HenY
[C] Aaera HenY Hey saraedeS Apraz� x�ujun
[E] Search for the criminal desperately.

Mixed Language Words in another language. Foreign words
that were adopted into the Bangla lan-
guage over time are excluded from this
type.

[N] vaIer EI inUjTa esra inIj
[C] vaIer, EI xbrTa esra xbr
[E] Brother, this news is the best news.

Punctuation Error Improper placement or missing punctua-
tion. Sentences ending without "." (d�ai�)
were excluded from this type.

[N] perr pa¯Tguela keb Aaseb vaI 1
[C] perr p¯bguela keb Aaseb vaI?
[E] When will the next episodes air
brother?

Spacing Error Improper use of white space [N] p�aeSana Ta cailey egel vaela Heta
[C] p�aeSanaTa cailey egel vaela Heta
[E] It would be better to continue studying

Spelling Error Words not following spelling of Bangla
Academy Dictionary

[N] baibek Et jal xaOyaena iFk na
[C] vab�ek Et Cal xaOyaena iFk na
[E] It is not right to feed the sister-in-law
so much spice.

Coined Word Emoji, symbolic emoji, link [N] Aaeg janel Aapnar saeQ edxa krtam
[C] ✗

[E] If I knew I would’ve met you earlier
Others Noises that do not fall into categories men-

tioned above.
[N] red kuÑar ba£caedr f�ais caI
[C] ✗

[E] I want those sons of bitches hanged.

Table 12: Types of noise with the definition that was used to annotate the dataset. N represents the original noisy
sentence, C represents the corrected sentence, and E represents the corresponding English translation. The types
Coined Word, and Others do not have any correction as these types of noise are essential to the meaning of the
sentence. For each example, noisy words of that particular type are marked with Red color, and their correction is
marked with Green color.

56



D Failure Cases of Back-translation

To provide insight into the performance drop, we have illustrated examples where the back-translation
method using Google Translate fails to adequately reduce noise in the input text in table 13. Moreover, it
often alters or completely removes important contextual words, which possibly impacts the performance
of sentiment analysis. Given a human evaluation score of 37.90%, it can be said that back-translation via
Google Translate fails to effectively correct more than 50% of the 1000 manually corrected data.

Noisy data and corresponding Back-Translation Observation
[N] EI juyar Taka papn ept Aamar men Hy
[C] EI juyar Taka papn epeta Aamar men Hy
[E] I think the gambling money went to Papan.
[B] Aaim men kir EI juyar Taka pireSaz kra Heb
[BE] I think this gambling money will be repaid.

The input text contained only a spelling mistake, but
the back-translation introduced new words, removed
a named entity, and altered the sentence’s meaning.

[N] vaI xabaerr saz ejmin eHak na ekn Aapnar muex egel
esTa AimRt Hey Jay zßbad
[C] vaI xabaerr �Wad eJmin eHak na ekn Aapnar muex egel
esTa Am�t Hey Jay, znYbad
[E] Brother, whatever the taste of the food is, it be-
comes necter in your mouth, thanks.
[B] vaI, xabaerr �Wad JaI eHak na ekn, ETa Aapnar muex
Aaeq.
[BE] Brother, whatever the taste of the food is, it’s in
your mouth.

The input text had multiple spelling mistakes and
punctuation errors. The back-translation corrected
one of these errors but changed the meaning of part
of the sentence.

[N] Eedr ipeTr cam�a etala Heb
[C] Eedr ipeFr cam�a etala Heb
[E] Their backs will be skinned.
[B] tara cam�a Heb
[BE] They will become skin.

The input text contained only a spelling mistake.
However, the back-translation removed contextually
important words, rendering the sentence meaning-
less.

[N] A amar emeqr saeQ EI eHaeTl
[C] Aamar emesr saeQ EI eHaeTl
[E] This hotel is with my hostel.
[B] Aamar jal idey EI eHaeTl
[BE] This hotel with my net.

The back-translation altered a keyword in the sen-
tence, which resulted in a loss of meaning.

[N] ilbur saet ik Aada exet Heb 1
[C] elbur saeQ ik Aada exet Heb?
[E] Do I need to eat ginger with lemon?
[B] Aaim ik Libur Sate E Aada xaOya Uict?
[BE] Should I eat ginger with Libur Sate?

The back-translation failed to correct a spelling mis-
take and converted the word into English, but it suc-
cessfully added the missing punctuation.

[N] rana edr mt eqelra jaet Hairey na jay
[C] ranaedr mt eqelra Jaet Hairey na Jay
[E] So that boys like Rana don’t get lost.
[B] ranar meta eqelra eres eHer Jay na
[BE] Boys like Rana do not lose in race.

The input sentence had spacing and spelling errors.
The back-translation fixed the spacing issue but in-
troduced mixed language, changing the sentence’s
meaning.

Table 13: Example scenarios where back-translation with google translate fails to reduce noise in the text. N
represents the original noisy sentence, C represents the corrected sentence, E represents its English translation, B
represents the result of back-translation, and BE represents the direct English translation of back-translated output.
For each example, noisy words are marked with Red color and noise reduced words are marked with Green color.
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Abstract

Text classification is an important problem with
a wide range of applications in NLP. However,
naturally occurring data is imbalanced which
can induce biases when training classification
models. In this work, we introduce a novel
contrastive learning (CL) approach to help with
imbalanced text classification task. CL has an
inherent structure which pushes similar data
closer in embedding space and vice versa us-
ing data samples anchors. However, in tradi-
tional CL methods text embeddings are used
as anchors, which are scattered over the em-
bedding space. We propose a CL approach
which learns key anchors in the form of label
embeddings and uses them as anchors. This
allows our approach to bring the embeddings
closer to their labels in the embedding space
and divide the embedding space between la-
bels in a fairer manner. We also introduce a
novel method to improve the interpretability
of our approach in a multi-class classification
scenario. This approach learns the inter-class
relationships during training which provide in-
sight into the model decisions. Since our ap-
proach is focused on dividing the embedding
space between different labels we also exper-
iment with hyperbolic embeddings since they
have been proven successful in embedding hi-
erarchical information. Our proposed method
outperforms several state-of-the-art baselines
by an average 11% F1. Our interpretable ap-
proach highlights key data relationships and our
experiments with hyperbolic embeddings give
us important insights for future investigations.

1 Introduction

A common way of approaching the text classifica-
tion problem is training a model using pre-trained
text embeddings as language features (Mikolov
et al., 2013; Pennington et al., 2014; Devlin et al.,
2018). These embeddings can be fine-tuned using
the signals from an objective function to improve
their efficacy for the classification task at hand.

+ Sentiment 
Samples

- Sentiment 
Samples

Supervised 
Contrastive Learning

Label Supervised 
Contrastive Learning

Nice little case! 
Vibrant colors,...

Glass was poorly 
packaged in a 
thin case …

Label 
Embeddings

Figure 1: SCL can cause the embeddings for positive
and negative sentiment text samples to be dispersed
together in the embedding space (right illustration). Our
approach in contrast utilizes the embedding space more
effectively (left illustration). This is also shown in the
form of Euclidean distance between embeddings of text
samples of opposite sentiment. Our approach embeds
these samples farther away from each than SCL in terms
of Euclidean distance: 13.2 vs. 3.2.

However, a common impediment to training a ro-
bust classifier is the fact that naturally occurring
data is imbalanced. Since classifier predictions re-
flect the distribution of the training data, they can
induce bias. There are many approaches proposed
to address this issue, such as oversampling, under-
sampling, using weighted objective functions or us-
ing situation/domain specific methods to improve
the robustness of classification models (Chawla
et al., 2002a; Tahir et al., 2012). Our work focuses
on introducing a novel algorithm to deal with the
challenges of imbalanced data.

Recent research shows an increasing use of con-
trastive learning (CL) to solve different problems
in areas of computer vision and NLP (Gao et al.,
2021a; Hénaff et al., 2019; Jaiswal et al., 2021). In
this work, we explore CL to address the problem of
imbalanced text classification. In general, CL uses
anchors to embed similar samples closer in the em-
bedding space while pushing dissimilar examples
away. Unsupervised CL (Tian et al., 2019) tries to
contrast a data sample, called anchor, with every
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sample in the batch while supervised CL (SCL)
(Khosla et al., 2020a) tries to utilize label informa-
tion and embed samples from the same class as the
anchor closer to each other. However, these CL
approaches rely on utilizing data embeddings as
anchors which are scattered over the embedding
space. We hypothesize that label embeddings, rep-
resenting a label category in the embedding space,
can be utilized as key anchors in CL. This allows a
model to embed data samples closer to their cate-
gory representations and results in a model learning
better embedding representations for the data. We
present an illustration in the figure 1 where we com-
pare how SCL divides embedding space in com-
parison to our approach utilizing label embeddings
in a binary classification task. This shows that our
approach is able to achiever better class separa-
tion between data belong to different labels. This
is highlighted by the fact that distance between a
positive and negative text embedding pair is larger
when our approach is utilized in comparison to the
SCL.

Our proposed approach uses two embedding
modules 1) a self-attention layer to embed text and
2) an embedding layer for labels. These are fine-
tuned using label supervised CL (LSCL). We also
experiment with hyperbolic embeddings, where
pre-trained model (e.g. BERT), provides repre-
sentations with hyperbolic structure (Chen et al.,
2021). Our approach of treating the classification
task as learning to minimize the distance between
data samples and their label embeddings is akin to
embedding hierarchy between labels and their cor-
responding data and this is a strength of hyperbolic
spaces. We show that our approach outperforms
several SOTA and CL baselines in both Euclidean
and hyperbolic spaces. Finally, we also try to im-
prove the interpretability of our model by propos-
ing a modification to our approach which allows it
to represent inter-class relationships in an intuitive
manner for a multi-class classification task. Section
2 of our work talks about related works and section
3 and 4 talk about CL and our approach. Section 5
talks about our approach in hyperbolic spaces while
sections 6, 7 talk about our experiment setup and
evaluation work which are followed by limitations
and conclusion.

2 Related Work

Data imbalance is a common problem and clas-
sification literature has adopted a variety of ap-

proaches to deal with the biases it might introduce.
One of these ways is oversampling of less frequent
data. SMOTE is the first minority oversampling
method (Chawla et al., 2002b). Iglesias et al. (2013)
presents a hidden markov model which generates
data from minority distribution. Other works focus
on the use of oversampling on the basis of sample
difficulty (Tian et al., 2021). Song et al. (2016)
combines the SMOTE technique with a K-Means
based undersampling algorithm to try and improve
classifier performance on an imabalanced dataset.
Some methods undersample the majority class sam-
ples to create a balanced data distribution for the
training process. Smith et al. (2013); Anand et al.
(2010) both present methods which use a notion of
sample difficulty to undersample the majority class
samples.

Some works rely on weighing the objective func-
tion to deal with data imbalance. The idea is to in-
crease the loss contribution for the minority classes
during the training. Cao et al. (2019); Chen et al.
(2016); Park et al. (2021) each presents a different
way of weighing the label-specific loss.

There is a third class of works which tries to
introduce novel algorithms focused on the data
imbalance problem. These methods avoid induc-
ing biases that might arise because of distribution
changes in data. An example is (Gao et al., 2021c)
which introduces a convolution based algorithm to
handle the class imbalance problem in data. Our
work fits in this category as we explore the use of
label-supervised CL to address this problem. An-
other example is Díaz-Vico et al. (2018), which
uses cost-sensitive learning to regularize the poste-
rior distributions for a given sample. This relies on
domain specific information which can be hard to
obtain in realistic scenarios (Krawczyk, 2016).

Lately, contrastive learning is being used in a
variety of tasks due to its effective utilization of
embedding space. Kang et al. (2021) present KCL
which is a variation of SCL algorithm (Khosla et al.,
2020b) and explores the use of contrastive learning
for learning balanced embedding spaces in the area
of computer vision. Lopez-Martin et al. (2022);
Zhang et al. (2022) present label-centered varia-
tions of CL methods but do not explore the data-
imbalance effects or the effect of computational
spaces on the model performance.

Hyperbolic spaces are becoming well-known for
their superiority in embedding hierarchical informa-
tion like WordNet graphs (Nickel and Kiela, 2017,

59



2018). This is because of their natural hierarchi-
cal structure. We view the classification task as a
sub-class of hierarchical problem where a label em-
bedding represents a category and each data sample
is near to its label embedding. This is why we try
to assess the performance of our model in the hy-
perbolic space as well. Another motivation for our
work comes from Chen et al. (2021), which show
that BERT embeddings contain hyperbolic struc-
ture between tokens by probing BERT embedding
in hyperbolic spaces.

3 Contrastive Learning Overview

Contrastive learning tries to embed similar samples
closer in the embedding space by trying to make
the samples closer to their anchors. Formally, CL
can be expressed as (Tian et al., 2019; Khosla et al.,
2020b):

3.1 Contrastive Learning

We can define {(t1, y1), (t2, y2), ..., (tN , yN )} =
D as a dataset consisting of a set of text ti =
{wi1, wi2, .., wisn} and label pairs yi, where sn is
the length of the text sample ti and wij is the token
representation corresponding to the jth token in the
text sample ti. Given an embedding representation
xi for the text sample ti, we can define contrastive
learning objective L for mini-batches Bk ⊂ D of
size bn as:

−1

bn

∑

xi∈Xk

log
exp(sim(xi, x

+
i ))∑

xj∈{x+
i }∪A(i)

exp(sim(xi, xj))
(1)

where sim is a similarity function (usually the dot
product), A(i) = {xj |xj ̸= xi, xj ∈ Xk}, Xk

is set of text representations in the mini-batch Bk

and x+i is an augmented representation of the text
sample ti. This objective causes a model to learn
embedding for xi which are closer to its augmenta-
tion and pushes it away from other examples in the
mini-batch.

4 Proposed Approach

We propose a supervised CL approach which uses
label embeddings as anchors and causes the model
to learn representations which are closer to their
respective label representations or key anchors in
the embedding space. An architecture diagram
for our approach, Label Supervised Contrastive
Learning (LSCL), is presented in the figure 2 and

its formulation LLSCL is given as follows:

LLSCL =
1

bn

∑

xi∈Xk

−log
exp(sim(xi, li))∑

lj∈L exp(sim(xi, lj))

(2)

where L is the set of all label representations. This
approach embeds the text samples closer to their la-
bel embeddings in the embedding space. Labels for
each text embedding can be predicted by choosing
the label whose embedding is closest.

4.0.1 Increasing Interpretability Through
Learning Inter-Class Relationships

In a multi-class classification scenario, sometimes
label categories are related to each other, e.g. emo-
tions love and joy are likely to be expressed in
similar ways in many cases. In such cases it is
hard to interpret how model embedded certain text
samples in certain parts of the embedding space.
Considering this we modify our approach to learn
interpretable inter-class relationships, in form of
a weight matrix, so these could be used to high-
light the reasoning behind model decisions. This
variation LLSCL−W can be formulated as follows:

−1

bn

∑

xi∈Xk

log
exp(sim(xi, li))∑

lj∈L−li
wijexp(sim(xi, lj))

(3)

where wij ∈ W |L|∗|L| is a weight matrix we learn
during the training process and wij = 1 when i =
j. A problem here is that a learning method would
just take the weight matrix W to zero. To prevent
that, we add a Shanon Entropy (Shannon, 1948)
regularization term to the objective which ensure
that there is a relative difference in the magnitude of
weights so the new objective L′

LSCL−W becomes:

L′
LSCL−W = LLSCL−W + λH(Wi)

H(Wi) = −
∑

wij∈Wi

wij log(wij) (4)

where wij is the relation between labels li and lj .
The greater the weight the more difficult to separate
data belonging to these two labels which is why the
model assigns a higher weight to the contrastive
weight of these labels. The λ is a term between
0 and 1 to control the contribution of entropy ob-
jective. W is not symmetric because of the data
imbalance.

4.0.2 How Our Approach Helps with Data
Imbalance

Our approach tries to bring the data samples in the
closer to their respective labels and push the other
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Figure 2: A batch of utterances is passed through a self-attention encoder to obtain text embeddings. These
embeddings may be passed through an exponential map function to obtain embeddings in hyperbolic plane. Label
embeddings are obtained by passing the input labels through a label embedding layer. These label embeddings
are used as anchors in the CL objective which outputs loss signals for fine-tuning both the text encoder and label
embedding layer together.

label embeddings away. This creates a push-pull
effect for data samples w.r.t to the label embed-
dings. Both of these effects help improve the model
performance. The data samples belonging to the
majority class help improve the performance for
the minority classes in this way as these samples
push the minority label embeddings away as well
while trying to get close to the their respective label
embeddings.

5 Generalization to Multiple
Computational Spaces

Hyperbolic models show great promise for embed-
ding hierarchical or graph structures (Nickel and
Kiela, 2017, 2018). Our CL approach treats the
classification problem as a hierarchical task by try-
ing to learn the embedding regions for their respec-
tive labels. In addition, Chen et al. (2021) shows
that pre-trained text embedding contain hyperbolic
structure. Due to these reasons we explore the ef-
fect of hyperbolic embeddings on our approach and
show that these models perform competitively to
their Euclidean counterparts and outperform all the
baselines.

5.1 Manifold Centric Label Embeddings

We wanted to make use of the information encoded
in the pre-trained textual representations and they
are usually trained in Euclidean space. Due to this
reason, we make use of hyperbolic exponential map

to obtain hyperbolic textual embeddings. However,
label embeddings need not have any such restric-
tion so we embed the labels in a manifold specific
representation space. This entails that hyperbolic
versions of our approach embed labels directly in
the hypberbolic space so there is no need to use
exponential map to obtain label embeddings.

5.2 Notion of Similarity
Contrastive learning uses a measure of similarity
to embed similar examples closer to each other
in a higher dimensional space. We generalize the
notion of similarity between two vectors h and h′

across Euclidean and hyperbolic manifolds, in an
intuitive manner, as follows:

simmanifold(h, h
′) = −dmanifold(h, h

′) (5)

where dmanifold represents the manifold specific
distance function.

5.2.1 Vector Similarity in Euclidean Space
Following the formulation specified above the sim-
ilarity function can be defined as:

simeucl(h, h
′) = −

∑

i<=d

√
(hi − h′

i)
2 (6)

5.2.2 Vector Similarity in Hyperbolic Space
For our hyperbolic model variation, we use Lorentz
formulation of Riemannian Manifolds because
(Nickel and Kiela, 2018) suggests that Loretnz for-
mulation of hyperbolic space is numerically stable
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compared to the Poincare’ formulation. The simi-
larity function for the hyperbolic variation is thus
given as:

simlorentz(h, h
′) = −arcosh(− < h, h′ >L)

< h, h′ >L= −h0h
′
0 +

∑

1<=d

hih
′
i

(7)

6 Experiment Setup

We conduct experiments to compare the perfor-
mance of our approach on two classification tasks
with several baselines. In addition, we conduct
experiments to compare the performance of our
approach between hyperbolic and Euclidean em-
beddings. We rely on 256 dimensional variation of
BERT (Turc et al., 2019) to obtain the seed embed-
dings for our text encoder.

6.1 Datasets
We rely on two datasets for the purpose of our eval-
uation: 1) Amazon Reviews Sentiment Classifica-
tion (Keung et al., 2020) 2) Twitter Emotion Clas-
sification dataset1. We create a binary sentiment
classification task from the former by splitting the
the review ratings into positive and negative classes.
Reviews with rating greater >=4 are categorized as
positive and reviews with rating <=2 are considered
negative. We induce a data imbalance of 9:1 for
positive and negative classes respectively to obtain
an imbalanced dataset containing a total of 15000
reviews.

Twitter emotion dataset is a multi-class data with
six emotions: sadness, joy, love, anger, fear, sur-
prise, contains a total of 20000 tweets and is natu-
rally imbalanced. Class ratios for both datasets are
given in the tables 1 and 2.

6.2 Model Parameters
Figure 2 shows the architecture of the text encoder
we use for CL. We utilize a self-attention layer
to embed the text embeddings. When we need to
obtain the hyperbolic embeddings we utilize the
exponential map operation to project the euclidean
embeddings into the hyperbolic space. We seed
our text embedding layer with BERT embeddings
which improves the training time of the model dur-
ing fine-tuning with CL. The right side of the archi-
tecture diagram shows the label embeddings which
are used to computer similarity with the text emeb-
ddings. These embeddings are fine-tuned using the
LSCL training objective shown in the section 4.

1https://huggingface.co/datasets/emotion

We use a prefix of E or H to indicate whether the
model utilizes euclidean embeddings or hyperbolic
ones respectively.

When using euclidean embeddings we fine-tune
our model using the Adam optimizer (Kingma and
Ba, 2014) while we use Reimannian SGD2 to opti-
mize the hyperbolic weights as it relies on the ex-
ponential map to update the weights using Reiman-
nian gradients. Inspired from (Gao et al., 2021b),
we use a dropout layer (rate: 0.1) to obtain the
augmented representations when needed. We use
a learning rate of 10−3 for Adam and a learning
rate of 10−1 for Reimannian optimizer with a batch
size of 64.

6.3 Baselines

We compare our proposed approach with several
baselines. We divide the baselines in two groups:
1) SOTA baselines – baselines designed to help
with data imbalance in classification task; and 2)
CL baselines – baselines utilzing other versions of
contrastive.

6.3.1 Baselines for Imbalanced Classification
We use the following baselines to indicate the ad-
vantages of using a label-supervised CL approach
to deal with the problem of class imbalance in a
classification task.

SetConv: Gao et al. (2021c) presents a convolu-
tion based method to learn better representations
for the minority class samples. It utilizes a minor-
ity class representative as anchor to learn kernel
weights during the training process.

GILE: Pappas and Henderson (2019) uses joint
embeddings obtained using a dimension-wise prod-
uct of text and label embeddings. Their approach
uses a fully-connected layer to score these joint
embeddings and makes use of binary cross-entropy
objective to train the model.

BertGCN: Lin et al. (2021) treats the textual
data as a graph of token and document representa-
tions. The graph encodes token-level information
using measures like tf-idf and documents using
BERT representations. The approach utilizes a
graph convolution operation to obtain a vector rep-
resentation for a given text document.

6.3.2 Contrastive Learning Baselines
We utilize the following CL approaches to highlight
the advantages of utilizing our CL approach in a

2https://github.com/facebookresearch/poincare-
embeddings
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classification task.
K-Contrastive Learning: Kang et al. (2021)

presents KCL, a variation of supervised contrastive
learning in the domain of computer vision which
learns balanced features spaces. Instead of using
batch data samples as positive and negative anchors
their approach samples k samples for each class
from training data.

Supervised Contrastive Learning: SCL
(Khosla et al., 2020a) is a CL approach which tries
to contrast data samples from one class with data
samples belonging to other classes while trying to
bring the data samples from same classes closer to
each other. As highlighted by the results presented
below, this is a poor choice for imbalanced classi-
fication as skew in data distribution will create a
bias in favor of majority class data when the model
tries to bring samples from same class together.

7 Performance Analysis

We evaluate the performance of our approach on
two tasks: binary sentiment classification and multi-
class emotion classification. Both tasks highlight
different aspects of our approach as a binary clas-
sification task with sufficient disparity in labels
might be easier than a multi-class classification
task which requires a model to learn inter-class re-
lationships. For all our experiments, we measure
the overall performance of a model using macro F1
score average because it equally weighs the model
performance of the minority classes; hence reflects
effect of data imbalance. Our key insights are:

• Our proposed CL approach is able to out-
perform the baselines in both computational
spaces as shown in the tables 1 and 2).

• Euclidean version of our approach achieves
the best overall performance as shown in the
tables 1 and 2.

• We can improve model-decision interpretabil-
ity by learning inter-class relationship weights.
This is highlighted in the figure 4.

• Visualizing our approach in a 2-dimensional
setting shows that hyperbolic version of our
approach divides the embedding space fairly
in the binary setting. This is highlighted in the
figure 3.

7.1 Baseline Performance Comparison
We compare the performance of our approach with
several contrastive learning and SOTA baselines

Model Macro F1 Positive
Class F1

Negative
Class F1

Class Ratios 0.9 0.1
SOTA Baselines

SetConv 0.682 0.888 0.476
GILE 0.706 0.951 0.462

BertGCN 0.702 0.948 0.455
Contrastive Learning Baselines

SCL 0.594 0.95 0.237
KCL(k=5) 0.646 0.944 0.346

Our Approach
HLSCL 0.72 0.930 0.511
ELSCL 0.779 0.959 0.6

Table 1: This table shows the per class F1 scores
achieved by our model and their corresponding macro
averages on Amazon Reviews Sentiment classification
task. We show the results of both hyperbolic and eu-
clidean models. The bold numbers represent the best
performing model.

as stated in the section 6.3. In short, our approach
outperforms the best SOTA baseline by a margin of
7% and 14% in the tasks of binary sentiment clas-
sification and multi-class emotion classification,
respectively. These results are shown in the tables
1 and 2 respectively. In addition our approach does
not sacrifice the majority class performance for a
gain in minority class performance. This can be
observed in both the binary and multi-class classi-
fication settings as our model consistently outper-
forms all the baselines in both overall and per-class
performance, as highlighted in the table 1.

In the multi-class classification setting, the best
performing baseline for the minority emotion sur-
prise is BertGCN with a macro F1 of 38%.
Our approach utilizing hyperbolic embeddings
outperforms BertGCN by 7% in the minor class
while achieving better performance in the majority
classes – sadness and joy, as shown in the table 2.

Comparing the performance of our approach
with CL baselines in the tables 1 and 2, specially
SCL, shows the our approach to CL outperforms
the other approaches in the task of imbalanced text
classification.

7.2 Performance Comparison Among
Computational Spaces

As described earlier, our formulation of the clas-
sification problem inspires us to test the perfor-
mance of hyperbolic space embeddings in the tasks
of binary and multi-class text classification tasks.
In both cases, euclidean embeddings are better at
embedding the text samples in the hidden space.
However, hyperbolic variant of our approach still
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Model Macro F1 Sadness Joy Love Anger Fear Surprise
Class Ratios 0.292 0.335 0.0815 0.135 0.121 0.0357

SOTA Baselines
SetConv 0.361 0.425 0.469 0.297 0.314 0.378 0.283

GILE 0.401 0.607 0.675 0.242 0.42 0.325 0.138
BertGCN 0.554 0.712 0.778 0.330 0.571 0.55 0.383

Contrastive Learning Baselines
SCL 0.285 0.555 0.646 0.0523 0.213 0.243 0.0

KCL(k=5) 0.299 0.508 0.63 0.0971 0.219 0.295 0.047
Our Approach

HLSCL 0.621 0.757 0.774 0.553 0.597 0.595 0.451
ELSCL 0.695 0.793 0.836 0.611 0.704 0.637 0.591

Table 2: This table shows the per class and macro F1 scores achieved by our model on the task of emotion
classification. We present both the hyperbolic and euclidean versions of our approach. The best performance
numbers have been made bold.

outperforms all the baselines. This is evident from
the results in the tables 1 and 2. In the case, of
binary classification task, the highest performance
difference between models in both spaces is minor,
approximately 2% macro F1 score, but this differ-
ence increases in the case of multi-class sentiment
classification task to approximately 8% macro F1.
This shows that Euclidean models are better at the
task of imbalanced classification even though hy-
perbolic models are effective classifiers.

7.3 Analyzing Embedding Space
We train our approach in both euclidean and hy-
perbolic spaces with 2-dimensional embeddings to
visualize how our approach divides the embedding
space. We find that hyperbolic variation of our ap-
proach divides the space more fairly between the
minority and majority class in the binary classifi-
cation case. This is interesting and may require
further investigation in future work, as we fail to
observe such a result when it comes to the multi-
classification task. This could be because of data
characteristics or may point to an innate trait of
hyperbolic embeddings.

7.4 Interpreting Model Decisions Using
Inter-Class Relationships

As described in the section 4, we proposed an ap-
proach to make model decisions interpretable by
learning the inter-class relationships in the form
of weights between 0 and 1. We train a model
with the weighted variation of our approach and
results highlight that model tries to distance em-
beddings which belong to similar emotions more
than those belonging to different ones. This is ap-
parent by looking at the weights in the figure 4
which shows that relationship weight between the
positive labels love and joy (0.540) is higher in con-

trast to the weight between opposite ones joy and
sadness (0.186). Similarly, weight between cor-
related emotions like anger and surprise (0.447)
is higher than between emotions which are not
correlated like anger and love (0.0558). The is
interesting as this shows that model is capturing
the fact that some emotions even though not sim-
ilar are correlated. Another interesting insight is
that the relationship between non-opposite cate-
gories like anger and surprise or surprise and joy
are comparatively higher. This may point to an
interesting characteristic of the data and alludes
the fact that text expressing surprise can both be
positive or negative. These results highlight that,
along with improving interpretability, our approach
can be utilized to highlight data specific character-
istics and relationships. These may be used in data
modeling or adopting data specific approaches for
implementing practical solutions.

8 Limitations and Future Work

Our current approach is limited by the architecture
of the label embedding layer. In our current im-
plementation the label embeddings are obtained
using a simple embedding which is fine-tuned dur-
ing training along with text embedding module.
In future works, we should experiment with more
sophisticated ways to obtain label embeddings to
check if we can improve our approach further.

Our approach, specially with hyperbolic embed-
dings, may have applications in hierarchical classi-
fication tasks where classes have a hierarchy and re-
lationships between data samples and their classes
are more complex. Such a task may be able to bet-
ter utilize the natural structure of hyperbolic plane
more effectively. In addition, our hyperbolic mod-
els fall behind in performance to their Euclidean
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Figure 3: Space division by the 2-dimensional variation of our approach with negative text-samples. The figure
shows how our approach divides the embedding space when trained with hyperbolic vs. euclidean embeddings.
Rectangular space shows the normalized euclidean space while the circular shows a hyperbolic disk of poincare
radius=1.

Figure 4: Cells with darker red colors represent that
model learns to separate these pairs more.

counterparts so more investigation is needed into
how can hyperbolic spaces be used to learn effec-
tive classifiers.

Another significant limitation of our approach,
lie in the problem formulation. One powerful as-
pect of CL approaches is that they do not need label
information. However, we rely on the presence of
label information in the corpus to learn label em-
beddings. This may not always be possible. In the
future, we may be able to combine our approach
with traditional CL approaches. This will involve
dividing the embedding space during pre-training
in the first phase. Using the results from this pre-
training, we may be able to obtain key anchors by
averaging out the embeddings in a region. These
key anchors may then be used in an approach simi-
lar to ours to reduce noise in the CL training and
better split the embedding space between different
distributions in the data.

Finally, weighted variation of our CL objective
is successful in quantifying relationship between
class pairs. This provides additional insight into
how our model is making decisions and improves
interpretability. It even helps decipher information
which is not obvious without a detailed look at
data, like relationship between correlated emotions.

However, it does not help in improving the perfor-
mance. Investigation into how this information can
be used to learn better classifiers is another pos-
sible venue for future work. Similarly, using this
information to design data specific solutions for
deployment may offer another avenue for future
research.

9 Conclusion

We present a novel CL approach which uses label
embeddings as anchors for the task of imbalanced
text classification in both the binary and multi-class
classification settings. Our approach outperforms
several baselines by a margin of 7% in the binary
classification task and a margin of 15% in the multi-
class classification task. In addition, we extend our
approach to hyperbolic spaces, show its effective-
ness in the task of imbalanced data classification.
We also conduct a study of how our approach uti-
lizes embedding space and show that it may be
worth for future investigation that hyperbolic mod-
els divide the embedding space in a fairer manner
than euclidean couterparts. Finally, we present a
interpretable variation of our approach for multi-
class classification which helps us draw important
conclusions about data relationships.
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Abstract

Maintenance short texts are invaluable unstruc-
tured data sources, serving as a diagnostic
and prognostic window into the operational
health and status of physical assets. These
user-generated texts, created during routine or
ad-hoc maintenance activities, offer insights
into equipment performance, potential failure
points, and maintenance needs. However, the
use of information captured in these texts is hin-
dered by inherent challenges: the prevalence of
engineering jargon, domain-specific vernacular,
random spelling errors without identifiable pat-
terns, and the absence of standard grammatical
structures. To transform these texts into ac-
cessible and analysable data, we introduce the
MaintNorm dataset, the first resource specifi-
cally tailored for the lexical normalisation task
of maintenance short texts. Comprising 12,000
examples, this dataset enables the efficient pro-
cessing and interpretation of these texts. We
demonstrate the utility of MaintNorm by train-
ing a lexical normalisation model as a sequence-
to-sequence learning task with two learning ob-
jectives, namely, enhancing the quality of the
texts and masking segments to obscure sensi-
tive information to anonymise data. Our bench-
mark model demonstrates a universal error re-
duction rate of 95.8%. The dataset and bench-
mark outcomes are made available to the public
under the MIT license.1

1 Introduction

Industrial user-generated content, such as mainte-
nance work order (MWO) records, logbooks, and
incident reports, constitutes a rich repository of
data. This data is pivotal for applications in predic-
tive maintenance, safety analysis, process optimisa-
tion, and product life cycle management (Brundage
et al., 2021). Specifically, in the maintenance sec-
tor, MWO short texts (MST) are instrumental in

1https:github.com/nlp-tlp/maintnorm

documenting the condition of assets and the main-
tenance activities performed, as well as informing
the design of maintenance strategies. These texts,
typically authored by technicians, serve as critical
input for future maintenance endeavours. Further-
more, reliability engineers scrutinise these histori-
cal records to gain a deeper understanding of equip-
ment failure modes (Lee et al., 2023), enhance
root cause analysis (Valcamonico et al., 2024), and
develop key performance indicators such as mean-
time-to-failure and remaining useful life (Lukens
et al., 2019; Bikaun and Hodkiewicz, 2021).

A

AN426 REPLACE BROKEN ALT BOLT
<id> replace broken alternator bolt
R/H Steering Cyl Pin & Brg
right hand steering cylinder pin and bearing

B

air con belt u/s
air conditioner belt unserviceable
1000H Mech Insp Carry Roll No 2 RH DN9817
<num> hour mechanical inspection carry roller
number <num> right hand <id>

C

ZH6907 C/out pos 2 tyre
<id> change out position <num> tyre
Left cab aircon e/leakage flt
left cabin air conditioner electrical leakage fault

Table 1: User-Generated maintenance short texts for
heavy mobile equipment across three companies, with
bold blue text indicating normalised and masked forms.

Consider Table 1, which showcases examples
of MSTs from various companies. These texts,
often characterised by technical jargon, domain-
specific vernacular, and frequent linguistic inaccu-
racies, pose significant challenges regarding data
quality and processing efficiency (Hodkiewicz and
Ho, 2016; Brundage et al., 2021). The resultant am-
biguity and lack of standardisation impede effective
pattern recognition and trend analysis, impacting
maintenance decision-making.

MSTs frequently contain sensitive information,
ranging from equipment identifiers to personnel
names, raising confidentiality concerns (Brundage
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et al., 2021). Consequently, there is a scarcity of
publicly available industrial (as opposed to gov-
ernmental) raw MST datasets, with limited exam-
ples like MaintNet comprising 7,000 MSTs, and a
dataset on excavators with 5,486 MSTs.2,3 Indus-
trial companies’ hesitation to release data, driven
by concerns over identification (Sikorska et al.,
2020) and a lack of appropriate anonymisation
tools, significantly hamper the advancement of
technical language models in this critical commer-
cial sector.

Lexical normalisation, the process of transform-
ing non-standard words and phrases into their stan-
dard forms (Han and Baldwin, 2011), provides a
promising solution for addressing the issue of poor
text quality in MSTs. While there has been ex-
tensive research on the lexical normalisation of
social media texts (Baldwin et al., 2015; van der
Goot et al., 2021), industrial maintenance texts
have not received similar attention. Currently, state-
of-the-art lexical normalisation has been achieved
by formulating it as a sequence-to-sequence learn-
ing task whereby a sequence with potentially non-
canonical (noisy) tokens is transduced into a se-
quence of canonical (clean) tokens (Samuel and
Straka, 2021).

This paper addresses the need to enhance
the quality of MST data and simultaneously de-
identify sensitive information through a sequence-
to-sequence learning approach. Our annotated cor-
pora and model are designed to generate high-
quality, normalised sequences with strategically
masked segments to obscure sensitive or semanti-
cally redundant information. This is particularly
crucial in knowledge elicitation for tasks such as
information extraction annotation, which rely on
domain expertise due to the tacit knowledge needed
for interpreting these short texts, whom have lim-
ited time resources.

This paper’s primary contributions are threefold:

• We introduce the first publicly available an-
notated corpus for lexical normalisation and
masking of maintenance short texts,

• We systematically characterise the lexical
noise present in maintenance short texts, and

• We demonstrate the efficacy of sequence-to-
sequence language modelling in performing

2MaintNet Large Technical Database
3Prognostics Data Library: Excavator MWOs

lexical normalisation and masking as a unified
task using a structured encoding scheme.

2 Background and Related Work

Lexical normalisation, an important task in natu-
ral language processing, involves converting non-
standard or informal language—such as abbrevi-
ations, colloquialisms, and misspellings—into a
more standard form. This process is especially
pertinent in the context of MSTs, where the preva-
lence of informal language poses unique challenges
(Brundage et al., 2021). Lexical normalisation, as
defined by Han and Baldwin (2011), aims to sys-
tematically transform non-standard words to their
standard equivalents, thereby enhancing readabil-
ity and facilitating more effective processing for a
range of downstream natural language processing
applications.

MSTs are key information sources in asset-
intensive organisations. Numerous studies, such as
those by Hodkiewicz and Ho (2016), Saetia et al.
(2019), Gao et al. (2020), and Akhbardeh et al.
(2020), have explored the unique lexical challenges
these texts present. These works have primarily fo-
cused on enhancing MST quality for downstream
tasks, employing methods ranging from heuris-
tic approaches to normalisation dictionaries and
distance-matching algorithms such as Levenshein
(Levenshtein et al., 1966). However, these ap-
proaches often lack robustness and adaptability
in broader maintenance contexts. Moreover, the
confidentiality concerns associated with MSTs re-
main challenging to address, resulting in a scarcity
of publicly available datasets, as highlighted by
Akhbardeh et al. (2020) and Brundage et al. (2021).

In contrast to work on MSTs, the field of lex-
ical normalisation has evolved significantly over
time. Early insights into the challenges and method-
ologies were provided by foundational studies like
those of Han and Baldwin (2011) and Baldwin et al.
(2015). The work of van der Goot et al. (2021) ex-
panded these insights to multilingual normalisation,
demonstrating the task’s complexity across differ-
ent languages. The task of lexical normalisation
has witnessed a paradigm shift from non-sequence-
to-sequence models, such as MoNoise by van der
Goot (2019), to more sophisticated sequence-to-
sequence models (Samuel and Straka, 2021). This
transition, highlighted in the work of Lourentzou
et al. (2019), marks a critical juncture in the history
of lexical normalisation.
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The formulation of lexical normalisation as a
sequence-to-sequence learning task has led to the
use of pre-trained knowledge representations as ex-
plored by Muller et al. (2019), and the joint normal-
isation and masking of e-commerce dialogues by
Nguyen and Cavallari (2020). More recently, the
Shared Task on Multilingual Lexical Normalization
(van der Goot et al., 2021) saw the extensive appli-
cation of sequence-to-sequence learning predomi-
nately through Transformer-based models leverag-
ing pre-trained language models such as (Samuel
and Straka, 2021)’s state-of-the-art token-by-token
normalisation using ByT5 (Xue et al., 2022) which
represents the cutting-edge in the field.

The convergence of these developments in MSTs
and lexical normalisation underscores the necessity
for adaptable, robust models capable of manag-
ing the complexities of maintenance texts. Our re-
search aims to leverage state-of-the-art techniques
to improve the lexical quality of MSTs, focusing on
joint normalisation and masking to enhance both
readability and confidentiality.

3 Data Description

The MaintNorm dataset comprises 12,000 MSTs
sourced from three major Australian mining com-
panies.4 These texts pertain to heavy mobile equip-
ment (HME) – machinery used for operations like
excavation, material handling, and earth transporta-
tion, including but not limited to haul trucks, doz-
ers, excavators, water trucks, and drill machines.
The content of these texts encompasses both rou-
tine and ad-hoc maintenance tasks, both planned
and executed, as well as insights into the condition
of the HME systems and their individual compo-
nents. Table 1 provides examples sampled from
each company.

3.1 Selection

To create the MaintNorm dataset, maintenance
texts were randomly selected from a comprehen-
sive repository belonging to the three participating
organisations. Each organisation contributed 4,000
texts, ensuring equal representation. The primary
objective of this diverse collection is to investigate
the feasibility of developing a normalisation and
masking model that can effectively operate across
different organisational contexts for a given asset
type. This approach also helps to discern whether

4We use A, B, and C to refer to these companies to ensure
their privacy.

specific models, attuned to the unique linguistic
characteristics of each organisation, yield superior
results. Detailed corpus statistics, including aver-
age text length, vocabulary size, and total token
count for each company, are presented in Table 2.

3.2 Preprocessing

The preprocessing of the MaintNorm corpus was
minimal to preserve the raw characteristics of the
texts, the texts only underwent basic tokenisation
based on whitespace prior to annotation.

3.3 Annotation

Annotation is performed by the first author due to
resource constraints. The annotator is experienced
with lexical normalisation and industrial mainte-
nance. The annotation tool LexiClean (Bikaun
et al., 2021) was used for all lexical normalisa-
tion and masking. An overview of the annotated
corpora is presented in Table 5. Similar to Han
and Baldwin (2011), the following guidelines were
used in the annotation process:

Spelling corrections. Canonical forms are
adopted to rectify spelling discrepancies within
the corpus, such as omissions, redundancies, or in-
correct characters. For example, abbreviations like
‘eng’ are converted to their full form ‘engine’.

True casing. The dataset is standardised using
true casing, where inappropriate capitalisation is
corrected. For instance, ‘REPLACE ENGINE’ is
modified to ‘replace engine’, except for proper
nouns that retain capitalisation, e.g., ‘UL123 tele-
remote’ to ‘UL123 Tele-Remote’. Acronyms are
cased according to their standard usage.

Abbreviation expansion. Maintenance text ab-
breviations are expanded to their full lexical forms
to facilitate uniformity and clarity. For instance,
‘c/o’ becomes ‘change out’.

Concatenation and tokenisation. Incorrectly
concatenated multi-word expressions are separated
(e.g., ‘repair/replace’ to ‘repair / replace’, ‘250hr’
to ‘250 hour’), enhancing the granularity for down-
stream tasks such as information extraction.

Token masking. In addition to normalisation,
token-level entity masks (tags) were applied to text
spans using the scheme in Table 4. The use of
token-level entity tags is twofold. First, due to con-
fidentiality concerns, the texts have been prepro-
cessed to obfuscate any identifiers about assets, or-
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Company Length (µ ± σ) Vocab Size Tokens Modified Norm Only Mask Only

A 5.2 (1.2) 2,561 20,944 - - -
5.4 (1.3) (↑ 3%) 1,106 (↓ 57%) 21,591 (↑ 3%) 3,998 115 45

B 5.5 (1.4) 3,100 21,919 - - -
6.2 (1.8) (↑ 13%) 1,360 (↓ 56%) 24,690 (↑ 13%) 3,946 192 321

C 5.1 (1.5) 4,168 20,559 - - -
5.5 (1.8) (↑ 7%) 2,048 (↓ 51%) 22,114 (↑ 7%) 3,431 1,879 150

A+B+C 5.3 (1.4) 7,612 63,422 - - -
5.7 (1.7) (↑ 8%) 2,872 (↓ 62%) 68,395 (↑ 8%) 11,375 2,116 586

Table 2: Summary of MaintNorm corpus statistics: This table displays statistics for 4,000 texts from each company,
focusing on heavy mobile equipment. It includes token-based text length and vocabulary size. Greyed rows represent
post-normalisation and masking statistics. Changes due to normalisation and masking are indicated by arrows and
percentages (↑/↓ X%). The right-hand section of the table delineates the text transformations, categorising them as
Modified for texts undergoing normalisation or masking, Norm Only for texts exclusively normalised, and Mask
Only for texts solely subjected to masking.

N M Example

1 1 Single word normalisation, e.g., ‘eng’ to
‘engine’.

1 > 1 Single to multi-word normalisation, e.g.,
‘c/o’ to ‘change out’.

1 0 Removal of superfluous characters, e.g.,
‘T’ in ‘replace engine T’ where ‘T’ is
erroneous.

> 1 1 Concatenation of fragmented words,
e.g., ‘eng ine’ to ‘engine’.

> 1 > 1 Combining fragmented words into multi-
word normalisations, e.g., ‘eng ineoi l’
to ‘engine oil’.

Table 3: Examples of N:M normalisation transforma-
tions in the MaintNorm dataset.

ganisations, personnel, etc, using token-level mask-
ing, which was applied in the annotation process.
Second, tags such as <num> and <date> reduce the
semantic duplication of texts for downstream an-
notation tasks such as information extraction as
maintenance short texts can be generated in very
similar fashions such as ‘replace pump 1’ and ‘re-
place pump 2’, here the semantics is the same but
there is redundancy when annotating for other tasks.
Hence, it is desirable to normalise texts like these
to a unified form such as ‘replace pump <num>’,
which represents this structure generally.

3.4 Post-processing and Obfuscation

Two steps were performed post-annotation to en-
sure the texts were suitable for model training and
public release. First, all token-level entity masks
were used to mask the respective tokens, e.g. an
<id> entity masks on the “PU001" in “replace
PU001" would subsequently convert the text into
“replace <id>". This process was performed for
all masking tokens. Simultaneously, we ensure

Mask Description

<id> Asset identifiers e.g. ENG001, rd1286
<sensitive> Sensitive organisation-specific informa-

tion such as proprietary systems, third-
party contractors, names of personnel,
etc.

<num> Numerical digits e.g. 8, 7001223
<date> Numerical and phrase representations of

dates e.g. 10/10/2023, 8th Dec

Table 4: MaintNorm token masking scheme used for
privacy preservation and redundancy removal.

that masked tokens are obfuscated before public
release. We do this by mapping over each text and
identifying any masked tokens, which we map to an
arbitrary representation of the same semantic type.
For example, for <id>, we copy the alphanumerical
and cased structure of the original identifier. For
<date> and <num>, we copy the structure but per-
mutate it. For <sensitive>, we detect the n-gram
size and correspondingly impute a non-sensitive
value. These actions ensure that the dataset cap-
tures the original essence of the task whilst main-
taining a level of desensitisation to allow public
release of the dataset.

3.5 Dataset Split

For the purpose of evaluating the generalisation
of lexical normalisation and masking within our
dataset, we divided it into training, development,
and testing sets. Adhering to the conventional split
ratio of 80/10/10, our dataset is segmented into
3,200 training texts and 400 texts each for develop-
ment and testing. Furthermore, we organised the
data into distinct company-specific segments (A, B,
C) and an aggregated dataset (A+B+C). This seg-
mentation strategy aims to investigate whether the
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A B C A+B+C

N
or

m
al

is
at

io
n

O
pe

ra
tio

ns Char. addition 3,022 4,704 2,781 10,507
Char. removal 191 939 247 1,377

Char. rearrangement 145 118 233 358
Char. replacement 209 508 231 950

Token expansion 662 2,264 1,281 4,207
Token removal 194 97 195 486

Titled cased 69 118 97 284
Partial casing added 8 6 9 23
All casing removed 13,826 9,214 7,098 30,138

All casing added 4 29 36 69
No change 1,978 7,187 10,173 19,338

N
or

m
.

Tr
an

sf
or

m
s 1:1 17,898 12,233 8,694 38,825

1:N 662 2,264 1,281 4,207
N:1 194 97 195 486

N:M 2 4 2 8
N:0 7 15 6 28

M
as

ki
ng

O
ps

. <id> 4,055 3,916 1,116 9,087
<sensitive> 44 25 155 224

<num> 573 1,349 847 2,769
<date> 9 2 49 60

Table 5: Summary of the normalisation and masking operations applied to maintenance short texts for each
organisation and combined. Tokens can have multiple normalisation operations performed upon them; for example
“tlerEMOTE" which is normalised to “Tele-Remote" would have the operations character addition (“tleremote"
→ “tele-rEMOTE"), all casing removed (“tele-rEMOTE" → “tele-remote" ) and title casing (“tele-remote" →
“Tele-Remote"), representing a 1:1 normalisation transformation (“tlerEMOTE" → “Tele-Remote"). Norm. and
Ops. refer to normalisation operations, respectively.

linguistic patterns are consistent across different
companies and if such uniformity could enhance
the performance of a single, universally-trained
model. A positive outcome could encourage in-
dustrial entities to collaboratively address this task,
yielding mutual advantages.

4 Method

4.1 Task Formulation

In this work, we conceptualise the task of lexical
normalisation and masking as an auto-regressive
sequence-to-sequence learning task. Our approach
involves training a Transformer-based encoder-
decoder model to transform potentially noisy in-
put sequences into their normalised counterparts.
This methodology is an extension of the approach
outlined by De Cao et al. (2020), which employs
sentinel brackets for demarcating entity boundaries
in auto-regressive entity linking.

We have adapted this approach to suit our spe-
cific requirements. Our model defines boundaries
around both non-canonical words and phrases, as
well as their canonical equivalents. For instance,
an input sequence such as ‘repl ace eng oil’ is nor-
malised to ‘replace engine oil’. Using our encod-
ing scheme, the sequence-to-sequence model rep-

resents this transformation in its output space as ‘{
repl ace } [ replace ] { eng } [ engine ] oil’. The
model’s output undergoes post-processing to yield
the correctly formatted output, ‘replace engine oil’,
by extracting canonical elements and unchanged
tokens, as shown by ‘{ repl ace } [ replace ] { eng }
[ engine ] oil’. This encoding technique and its ap-
plication to various normalisation transformations
is exemplified in Table 6.

O
pe

ra
tio

n 1:1 { reply } [ replace ]
N:1 { repl ace } [ replace ]
1:M { repleng } [ replace engine ]
N:0 { $$ } [ ]
N:M { rep&re pl } [ repair and replace ]

Table 6: Examples of the normalisation encoding
scheme applied to different normalisation operations.
Curly brackets ({}) denote a non-canonical span,
whereas square brackets ([]) denote a canonical span.

While directly translating into normalised se-
quences (e.g., ‘repl ace eng oil’ → ‘replace engine
oil’) may seem straightforward, it poses challenges
for evaluation (see Appendix B). Ensuring align-
ment between input and output sequence transla-
tions is a complex task, as highlighted in the work
of Sabet et al. (2020). Our encoding scheme di-
rectly addresses this challenge by explicitly cap-

72



turing these transformations. Furthermore, our ap-
proach is particularly effective in token masking,
as it naturally extends to an N:M operation (e.g., ‘{
UD01 } [ <id> ]’, ‘{ blwnEN1 } [ blown <id> ]’).

This methodology contrasts with the token-by-
token normalisation strategy of Samuel and Straka
(2021). Our approach requires only a single pass
through the model, with the output sequence au-
toregressively generated via beam search decoding.
Using this approach, each normalisation is condi-
tioned on one another through the context provided
by preceding tokens. This means that the model
considers the entire input sequence and the part
of the output sequence it has generated to predict
each subsequent token. This contextual awareness
allows for more cohesive and contextually appro-
priate normalisations, as the model can use the
broader context to resolve ambiguities and infer
the most probable normalisation for each token.
In contrast, a token-by-token approach normalises
each token in isolation, potentially missing the nu-
ances of wider textual context.

4.2 Prefix Constrained Decoding
Building on the framework established by De Cao
et al. (2020), our study also explores the use of
prefix-constrained decoding to curtail the potential
for model hallucination and ensure the alignment
of input and output sequences. Prefix-constrained
decoding is a technique where text generation is
guided by constraints such as prefix tries or heuris-
tics to ensure generated output adheres to specific
conditions. This technique can be applied to main-
tain the alignment of input and output sequences
during the decoding process for lexical normalisa-
tion. In contrast to entity linking, which relies on
a closed set of semantic types to constrain genera-
tion, we experiment with this technique to limit the
model to uncontrolled generation when generating
a normalisation or masking pair; otherwise, it must
copy the input sequence verbatim. The efficacy
of prefix constraints in enhancing linguistic tasks,
including entity recognition (Josifoski et al., 2022)
and semantic parsing (Scholak et al., 2021), has
been well-documented, supporting their applica-
tion in our study.

4.3 Model Implementation and Parameters
We implement our sequence-to-sequence model
as a Transformer encoder-decoder using the pre-
trained foundational model of ByT5 (Xue et al.,
2022). ByT5, a token-free model, operates directly

on byte sequences, enhancing its capacity to handle
various languages and character sets without tok-
enization. All experiments and models are imple-
mented using PyTorch and the Transformers library
(Wolf et al., 2020) using PyTorch Lightning (Fal-
con, 2019) executed on a single Nvidia GeForce
RTX 4080 graphics card. We use google/byt5-
small, containing 299M parameters, fine-tuned in
batches of 16 sequences.5 Model optimisation uses
AdamW with cross-entropy loss and a linear learn-
ing rate scheduler. Both source and target sequence
lengths are set to 256 tokens, and the model runs
for 20,000 steps with early stopping based on vali-
dation loss, employing a patience of 5 epochs. Our
experiments with prefix constraints use logit renor-
malisation.

4.4 Evaluation
To measure the generalisation ability of a sequence-
to-sequence model trained on our corpus, we evalu-
ate them on the intrinsic word-level error reduction
rate (E.R.R.), precision, and recall (van der Goot,
2019).6 Here, E.R.R. is formulated as:

E.R.R. =
TP − FP

TP + FN
(1)

E.R.R. values span from -1 to 1, with negative
values indicating predominant incorrect normali-
sations by the model. A zero score signifies no
alterations made by the model, and a score of 1 de-
notes perfect normalisation. In practice, we use the
script provided as part of the Multilingual Shared
Task (van der Goot et al., 2021), where we translate
the encoded sequences into the traditional newline
and tab-separated normalisation format for evalua-
tion.

4.5 Baselines
To evaluate the performance of our sequence-to-
sequence model on the MaintNorm corpus, we
compare it against three normalisation methods:

Leave-As-Is (LAI): The LAI technique is charac-
terised by its direct approach, retaining the original
input without modification, resulting in a nominal
E.R.R. of 0%.

Most Frequent Replacement (MFR): MFR em-
ploys a lexical database that associates each uni-
gram (individual word) in the input with its most
commonly observed replacement in the training

5HuggingFace google/byt5-small
6See Appendix A for evaluation details.
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Company Extra Data MaintNorm (ours) LAI MFR ÚFAL

P R E.R.R. P R E.R.R. P R E.R.R. P R E.R.R.

A N 99.9 95.8 95.2 0 0 0 99.9 91.7 90.9 99.8 92.0 91.0
Y 99.9 98.1 96.6 0 0 0 99.9 91.7 90.9 99.9 92.1 91.3

B N 98.9 94.6 90.0 0 0 0 99.8 93.9 90.2 99.6 91.0 85.5
Y 99.7 98.1 96.6 0 0 0 99.8 93.9 90.2 99.6 91.7 86.5

C N 99.4 95.2 89.1 0 0 0 99.5 89.9 78.6 99.4 86.6 71.9
Y 99.5 96.8 92.4 0 0 0 99.5 89.9 78.6 99.1 86.6 71.5

A+B+C - 99.7 97.5 95.8 0 0 0 99.8 93.0 89.4 99.5 90.2 85.0

Table 7: Summary of experiments evaluated on the respective hold-out test sets. Extra data refers to using the
combined training data (A+B+C) but evaluated on the specific portions test-set. P, R, and E.R.R. refer to the
precision, recall, and error reduction rate, respectively. Bold denotes the best-performing metric for each company.

corpus. During operation, the system substitutes
each word with its prevalent counterpart. When an
input word is novel and lacks a precedent in the
database, it remains unaltered.

ÚFAL: The ÚFAL model (Samuel and Straka,
2021), based on the ByT5 pretrained language
model (Xue et al., 2022), employs a token-by-
token normalisation approach. It normalises each
word separately, encapsulating it within specific
tags for processing by ByT5, aligning with ByT5’s
pre-training objectives. Recognised as a lead-
ing method for multilingual lexical normalisation
(van der Goot et al., 2021), ÚFAL was fine-tuned
for our experiments using its default settings but
without implementing its data augmentation strate-
gies, which we reserve for future exploration.

5 Results

In this section, we examine the outcomes derived
from developing the MaintNorm annotated corpus
and our implementation of sequence-to-sequence
modelling for lexical normalisation and masking
within MSTs. The central objectives of this analy-
sis are to address two key questions: Firstly, what
are the defining characteristics of lexical noise
present in MSTs? Secondly, how effective is the ap-
plication of sequence-to-sequence language mod-
elling in executing lexical normalisation and mask-
ing as a combined task?

5.1 MaintNorm Corpus Construction and
Characterisation

In constructing the MaintNorm corpus, a signifi-
cant observation across all three participating com-
panies was their non-standard approach to cas-
ing. As highlighted in Table 5, the most prevalent
normalisation operation involved the complete re-

moval of casing, indicative of an excessive use of
capital letters. It is noteworthy, however, that while
fully capitalised tokens are rare within the corpus,
they do occur and typically denote domain-specific
acronyms such as ‘TECO’ (technically completed)
and ‘HAZ’ (hazard), which are essential for domain
experts.

Regarding the nature of normalisation transfor-
mations, MaintNorm primarily exhibits minimal
N:M transformations, mirroring the tendencies ob-
served in the WNUT corpus (Baldwin et al., 2015).
This trend suggests a predominance of simpler,
more direct normalisation methods within the cor-
pus. Notably, a significant portion of the texts in
MaintNorm, accounting for 94.8%, underwent at
least one normalisation or masking operation. This
rate was particularly high in two companies (A and
B), where almost all texts in their respective por-
tions of the corpus were subject to these operations.
This extensive normalisation and masking process
led to a substantial reduction (>50%) in vocabu-
lary size across all three companies. This reduction
underscores the impact of normalisation and mask-
ing on the diversity and complexity of the corpus
vocabulary.

Table 5 further reveals that the characteristics of
noise and masking in the maintenance communi-
cation language are consistent across companies
despite their independent creation. The distribu-
tions of normalisation and masking operations high-
light similar characteristics, such as the prevalence
of normalisation through 1:1 transformations with
high frequencies of character additions, whilst also
having a high proportion of masks in the forms of
<id>. Although <sensitive> and <date> masks
appeared less frequently than <id> and <num>, their
inclusion is crucial for maintaining privacy.

74



5.2 Sequence-to-Sequence Modelling

Here, we discuss the aspects of generalisation for
a sequence-to-sequence model on the MaintNorm
corpus. An overview of the experimental results is
outlined in Table 7.

Comparative analysis with baseline methods.
The sequence-to-sequence language model show-
cased notable efficiency in unified lexical normal-
isation and masking, achieving an E.R.R. above
90% across all experiments (refer to Table 7). Al-
though the MFR baseline displayed unexpectedly
robust performance, the difference between it and
our model highlights the presence of non-mappable
tokens. This suggests that the task of normalisation
and masking may not be exceedingly challenging,
which, albeit potentially less stimulating for re-
searchers, is encouraging for practitioners aiming
to implement these findings.

In contrast to our approach, MFR, akin to meth-
ods in prior studies (Hodkiewicz and Ho, 2016;
Saetia et al., 2019; Akhbardeh et al., 2020), relies
on dictionary replacement and cannot adapt to dy-
namic contexts with variable vocabularies. Using
the same foundational model as the ÚFAL model
allows for directly comparing encoding schemes.
The results in Table 7 indicate superior perfor-
mance of our encoding scheme across all dataset
segments, likely due to its ability to contextually
process the entire sequence during decoding, unlike
ÚFAL’s token-by-token method.

Although our model and encoding scheme are
effective, we anticipate further enhancements by in-
creasing the size of the pretrained language model
and the number of beams in beam search decod-
ing, which was limited to three due to resource
constraints.

A B C

Incorrect Predictions 56/2,059 48/2,202 70/2,050
Normalisation Errors 50 46 53
Masking Errors 6 2 7

Table 8: Error analysis of the best-performing models
on their respective test sets from Table 7.

Comparative analysis: individual vs combined
models. Evaluating model performance for indi-
vidual companies against a unified model reveals
distinct advantages in adopting a single, combined
approach. This consolidated model notably en-
hances normalisation and masking capabilities, ev-

idenced by a 1.4-6.6 E.R.R. improvement when
leveraging additional training data. Although the
single model approach appears superior, the per-
formance of organisation-specific models, which
closely rival the combined model using only a third
of the data, is also noteworthy. Identifying the ex-
act contributors to these performance disparities
is challenging. However, qualitatively examining
the corpora indicates common language use across
the companies. This linguistic similarity suggests
that merging the datasets creates a more substantial
and varied corpus, enhancing the model’s ability to
generalise effectively.

Analysis of model errors. Despite achieving
high precision and recall in normalisation and
masking (see Table 7), our models are not entirely
error-free, with error rates ranging from 2.2% to
3.4%. Table 8 outlines these errors. A closer qual-
itative analysis of incorrect predictions revealed
that many errors originate from hapaxes and hapax
legomena, causing inaccuracies or missed normali-
sation and masking opportunities. A common error
pattern involves incorrectly handling concatenated
corrections (e.g., ‘&8on’ → ‘and <num> on’, ‘80A’
→ ‘<num> amperage’). Enhancing the MaintNorm
corpus with a more diverse range of text samples
will likely improve model performance by introduc-
ing a wider variety of linguistic scenarios, reducing
the potential for such errors.

Effectiveness of encoding scheme and prefix-
constrained decoding. Our model’s high per-
formance on the MaintNorm corpus, using a spe-
cific encoding scheme for lexical normalisation and
masking, demonstrates its effectiveness in an au-
toregressive sequence-to-sequence framework. Al-
though a notable challenge arises in data-scarce sce-
narios, the model struggles with encoding scheme
assimilation, necessitating prefix-constrained de-
coding (see Table 9 in Appendix C). This issue
could be mitigated through techniques such as pre-
fine-tuning the models on synthetically generated
corpora, following approaches similar to Dekker
and van der Goot (2020) and Samuel and Straka
(2021), and curriculum learning (Bengio et al.,
2009). Our main experiments, as detailed in Ta-
ble 7, achieve optimal results without constraints,
benefiting from a robust training dataset.

While prefix-constrained decoding can effec-
tively prevent hallucination and deviations from
the encoding scheme, thereby avoiding misalign-
ments between input and output sequences, its im-
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plementation is challenging. One notable issue is
the degradation in error reduction efficiency, likely
caused by logit renormalisation over constrained
tokens. Our findings suggest that while the encod-
ing scheme is effective for larger datasets of short
texts, its application to smaller or complex corpora
warrants further research. Although untested on
other normalisation corpora like those in the multi-
lingual shared task (van der Goot et al., 2021), we
believe in the scheme’s potential adaptability and
plan to explore this in future work.

6 Conclusion and Future Work

In this paper, we have introduced the first corpus
for normalising and masking maintenance short
texts (MST), comprising 12,000 texts from the Aus-
tralian mining and mineral processing sector. Our
findings show that a unified approach to lexical nor-
malisation and masking, using an encoder-decoder
Transformer-based language model, delivers high
performance on MSTs, surpassing existing state-
of-the-art on our custom-constructed corpus. This
methodology offers a viable pathway for industrial
organisations to manage risk while releasing data,
thereby facilitating research on technical language
models in this vital commercial sector. We have
made our code, corpus, and models publicly ac-
cessible under the MIT license. Looking ahead,
we envisage expanding the scope of this dataset to
encompass diverse maintenance contexts and en-
riching it with annotations from a broader range of
annotators, which we believe will further augment
its utility.
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A Description of Evaluation Metrics

To assess the effectiveness of our models, we
used precision (P), recall (R), and error reduction
rate (E.R.R.), following the methodology outlined
in (van der Goot, 2019). These metrics offer a
comprehensive evaluation of test accuracy. Preci-
sion measures the accuracy of the normalisation
model’s replacements, while recall determines the
model’s ability to identify and correctly normalise
anomalies. Together, these metrics complement
the E.R.R., addressing its limitations in distin-
guishing between over-normalisation and under-
normalisation. The definitions of precision, recall,
and error reduction rate are as follows:

P =
TP

TP + FP
(2)

77

https://aclanthology.org/2022.naacl-main.342.pdf
https://aclanthology.org/2022.naacl-main.342.pdf
https://www.sciencedirect.com/science/article/pii/S0957582023006663
https://www.sciencedirect.com/science/article/pii/S0957582023006663
https://www.sciencedirect.com/science/article/pii/S0957582023006663
https://www.sciencedirect.com/science/article/pii/S0957582023006663
https://nymity.ch/sybilhunting/pdf/Levenshtein1966a.pdf
https://nymity.ch/sybilhunting/pdf/Levenshtein1966a.pdf
https://ojs.aaai.org/index.php/ICWSM/article/download/3234/3102
https://ojs.aaai.org/index.php/ICWSM/article/download/3234/3102
https://pdfs.semanticscholar.org/b52e/35cf9e0544e7f39abf76d91d23f0748a56f2.pdf
https://pdfs.semanticscholar.org/b52e/35cf9e0544e7f39abf76d91d23f0748a56f2.pdf
https://pdfs.semanticscholar.org/b52e/35cf9e0544e7f39abf76d91d23f0748a56f2.pdf
https://aclanthology.org/D19-5539.pdf
https://aclanthology.org/2020.nli-1.5.pdf
https://aclanthology.org/2020.nli-1.5.pdf
https://aclanthology.org/2020.nli-1.5.pdf
https://aclanthology.org/2020.findings-emnlp.147.pdf
https://aclanthology.org/2020.findings-emnlp.147.pdf
https://aclanthology.org/2020.findings-emnlp.147.pdf
http://www.papers.phmsociety.org/index.php/phmconf/article/view/818
http://www.papers.phmsociety.org/index.php/phmconf/article/view/818
https://aclanthology.org/2021.wnut-1.54.pdf
https://aclanthology.org/2021.wnut-1.54.pdf
https://aclanthology.org/2021.wnut-1.54.pdf
https://aclanthology.org/2021.emnlp-main.779.pdf
https://aclanthology.org/2021.emnlp-main.779.pdf
https://aclanthology.org/2021.emnlp-main.779.pdf
https://www.cambridge.org/core/services/aop-cambridge-core/content/view/55B33E8C1F798C59D28DDF2DC63560C5/S2632673620000131a.pdf/drat_data_risk_assessment_tool_for_universityindustry_collaborations.pdf
https://www.cambridge.org/core/services/aop-cambridge-core/content/view/55B33E8C1F798C59D28DDF2DC63560C5/S2632673620000131a.pdf/drat_data_risk_assessment_tool_for_universityindustry_collaborations.pdf
https://www.sciencedirect.com/science/article/pii/S0951832023005525
https://www.sciencedirect.com/science/article/pii/S0951832023005525
https://www.sciencedirect.com/science/article/pii/S0951832023005525
https://www.sciencedirect.com/science/article/pii/S0951832023005525
https://aclanthology.org/P19-3032.pdf
https://aclanthology.org/P19-3032.pdf
https://aclanthology.org/2021.wnut-1.55.pdf
https://aclanthology.org/2021.wnut-1.55.pdf
https://aclanthology.org/2020.emnlp-demos.6.pdf
https://aclanthology.org/2020.emnlp-demos.6.pdf
https://aclanthology.org/2022.tacl-1.17
https://aclanthology.org/2022.tacl-1.17


R =
TP

TP + FN
(3)

E.R.R. =
TP − FP

TP + FN
(4)

Here, the TP (True Positive), FP (False Positive),
and FN (False Negative) values are evaluated at the
token level. They are conceptualised as follows:

• True Positive (TP): Words that required nor-
malisation and were accurately normalised by
the model.

• False Positive (FP): Words incorrectly nor-
malised by the model despite not requiring
normalisation.

• False Negative (FN): Words that required nor-
malisation but were either inaccurately nor-
malised or overlooked by the model.

B Description of Alignment Errors

Alignment errors arise when there’s a mismatch
between the input portion of the model’s prediction
and the ground truth, posing challenges to accu-
rate evaluation. These errors can occur even when
the model’s normalisation predictions are techni-
cally correct, leading to complexities in the assess-
ment process. The following examples demonstrate
how alignment errors manifest within our encoding
scheme:

1. Input: “repl eng oil"

2. Output (aligned, ground truth):
“{ repl } [ replace ] { eng } [ engine
] oil"

3. Output (aligned, incorrect):
“{ repl } [ replacement ] eng oil"

4. Output (misaligned, correct):
“replace { eng } [ engine ] oil"

5. Output (misaligned, incorrect):
“rep { eng } [ engine ] oil"

In these cases, converting the encoded outputs to
the normalisation format of the shared task (van der
Goot et al., 2021) results in alignment issues. For
instance, example (4) shows a misalignment where
the ground truth aligns “repl" to “replace", but the
misaligned output aligns “replace" to “replace". As
a result, such instances are incompatible with the
evaluation script used in the shared task.

C Analysis of Alignment Errors

In Table 9, we analyse the correlation between
the size of the corpus and alignment errors in our
model. It’s clear that a sufficiently large corpus en-
hances the model’s comprehension of the encoding
scheme, reducing alignment errors. This is primar-
ily due to the model’s improved ability to avert
hallucination and the creation of incorrect struc-
tures in normalisation. On the other hand, with
smaller corpora, the model is more prone to align-
ment errors. To counter this in smaller datasets,
we implement prefix constraints in our encoding
scheme. This method steers the model towards
more precise alignment, thereby ensuring output
accuracy even with limited data.

However, our analysis also reveals that while
prefix-constrained decoding is beneficial for align-
ment, it may affect the model’s overall error-
reduction capabilities. This relationship between
alignment accuracy and error reduction under pre-
fix constraints poses an interesting area for future
research.

Train Fraction Train Size Alignment Errors

0.1 960 179/1,200 (14.9%)
0.2 1,920 67/1,200 (5.6%)
0.3 2,880 56/1,200 (4.7%)
0.4 3,840 10/1,200 (0.8%)
0.5 4,800 7/1,200 (0.5%)
0.6 5,760 11/1,200 (0.9%)
0.7 6,720 4/1,200 (0.3%)
0.8 7,680 4/1,200 (0.3%)
0.9 8,640 0/1,200 (0.3%)
1.0 9,600 0/1,200 (0.0%)

Table 9: Overview of alignment errors in relation to
corpus size, using a model trained on the combined
corpus (A+B+C) and tested with a beam size of 3.
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Abstract

The extraction of valuable information from the
vast amount of digital data available today has
become increasingly important, making named
entity recognition models an essential compo-
nent of information extraction processes. This
emphasizes the importance of understanding
the factors that can compromise the perfor-
mance of these models. Many studies have
examined the impact of data annotation errors
on NER models, leaving the broader implica-
tion of overall data quality on these models
unexplored. In this work, we evaluate the ro-
bustness of three prominent NER models on
datasets with varying amounts and types of
noise. The results show that as the noise in the
dataset increases, model performance declines,
with a minor impact for some noise types and a
significant drop in performance for others. The
findings of this research can be used as a foun-
dation for building more robust NER systems
by enhancing dataset quality beforehand.

1 Introduction

Named entity recognition (NER) is an NLP task
that identifies and categorizes mentions of named
entities in texts into predefined categories within a
given application context (Ehrmann et al., 2021).
NER models are used in many downstream appli-
cations and are becoming an integral part of their
implementation (Li et al., 2022). These models
must be trained on task-specific data to work well
with a specific application because an NER model
learns the relationship between the data elements
and applies this knowledge to find similar terms in
the unseen data. If the model is trained on poor-
quality data, it may not learn well and most likely
fail to recognize or assign the wrong category to
the named entities in new, unseen data.

The term “data quality” is used in information
systems to measure the goodness of the data in
fulfilling the requirements of a user (Wang and

Strong, 1996). Data is considered high quality
if it is suitable for the intended application and
does not contain errors that can undermine its use
(Hassenstein and Vanella, 2022).

With the advancement and easy access to digi-
tal technology, data in different domains is widely
available and growing exponentially (Hassenstein
and Vanella, 2022), thus creating the need to under-
stand the fitness of the data for the desired applica-
tion. This research aims to analyze the impact of
various noise types to understand the effect of data
quality on the performance of NER models.

The concept of data quality was discussed in
detail by Wang and Strong (1996), and the idea
was to look at the quality of data from the user’s
perspective and divide data quality into various cat-
egories to understand their origin and impact. This
study analyzes the effect of four different types of
noise: spelling errors, typo errors, optical character
recognition (OCR) errors, and sentence shortening
errors (SSE). These errors fall into the following
data quality categories (Wang and Strong, 1996):

• The intrinsic quality dimension includes a sub-
category called accuracy. It is concerned with
the data’s reliability and integrity. Spelling,
typos, and OCR errors fall under this category,
as the accuracy of any textual dataset is di-
rectly affected by characters, words, and even
numeric values.

• Completeness is a quality dimension in the
contextual category used to determine whether
data is complete and appropriate for the cho-
sen task. When sentence-shortening errors
occur, context information is lost, affecting
the data’s completeness.

Many NER-specific ML models do not compare
the performance based on the dataset quality. After
a simple data cleaning step, the main focus is on
finding suitable hyperparameters during training.
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There is no denying that hyperparameter tuning is
an essential part of a well-trained model. However,
all data-dependent models must be trained on high-
quality data to make reliable future predictions on
unseen data (Budach et al., 2022). The limited
number of research (Hamdi et al., 2020; Bodapati
et al., 2019) about the impact of data quality on
NER systems creates a natural curiosity to ques-
tion whether a model trained on good-quality data
will make better predictions than a model trained
on noisy data and if the NER-based NLP models
should include data quality checks. This study ob-
serves the behavior of various models and tests
their robustness with variable proportions of each
error type and their combination on the CoNLL
2003 (Tjong Kim Sang and De Meulder, 2003),
WNUT 16 (Strauss et al., 2016) and Ontonotes v5
(Pradhan et al., 2013) datasets. Specifically, the
focus of this research is to answer the following
questions:

• RQ1: What impact does data quality have on
the performance of each NER model?

• RQ2: How do different types of individual
noises affect NER model performance?

• RQ3: What effect does combining different
types of noise have on the performance of an
NER model?

• RQ4: What effect do different datasets with
different noise types have on the performance
of an NER model?

We published the code of our study in https:
//github.com/HPI-Information-Systems/
ner-text-quality-impact

2 Background

The effect of OCR errors on the predictive capabil-
ity of four NER models was investigated in a study
by Hamdi et al. (2020). The results indicate a sub-
sequent decline in the model’s performance when
trained on datasets containing OCR errors. The
study also suggests that understanding the impact
of the frequency of this error type before applying
the models can enhance the performance of NER
models. The study by Bodapati et al. (2019) inves-
tigates the robustness of NER models with capital-
ization errors. It demonstrates that the NER models
trained with the customary training procedures do
not perform well when tested against textual data

with either capital or small-cased letters, and the
model’s predictive capability suffers greatly. Multi-
ple studies have also been conducted to understand
the impact of different types of noise on AI sys-
tems, and their results show that many state-of-the-
art models are susceptible to even slight variations
in data (Budach et al., 2022; Belinkov and Bisk,
2018; Náplava et al., 2021; Gudivada et al., 2017).
When the performance of character level and word
level processing models is compared, the former
models are more resilient to changes in individual
characters and can still understand the meaning and
context of a word if there is a minor modification
in the characters of the word, such as spelling or
typo errors (Heigold et al., 2017).

Gudivada et al. (2017) also discusses some of the
significant issues that machine learning (ML) mod-
els face as a result of poor data quality in the ML
pipeline at two stages: training and testing. Even
only a few outliers in the training dataset have been
shown to cause instability in the learning process
of the model and show how noisy data affects the
prediction capabilities of the model. Al Sharou
et al. (2021) discuss the intricate relationship be-
tween data quality and NLP systems, providing a
distinction between different aspects of the noise
types. It categorizes noise into two categories, good
and bad, and explains how it can help NLP models
make better predictions. It suggests that an error
that seems detrimental to one kind of task can in-
crease the accuracy of an NLP model curated for
another domain. So, the data cleaning task should
not be fixed for every NLP model, and without un-
derstanding the impact of various error types, it is a
challenge to build reliable data validation systems.

With numerous studies demonstrating that data
quality affects model performance, this study fo-
cuses primarily on analyzing the impact of various
error types and their combination in the training
and prediction phase of an NER model. The find-
ings of this study can aid in the development of data
cleaning or validation systems that are required be-
fore feeding any input data to an ML pipeline.

3 Noise Types in Text

In the real world, noise is present in all textual data.
Different noise types have distinct origins, thus
affecting the functioning of every model differently.
The following noise types have been chosen to
study their effect on NER model performance.
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3.1 Spelling Errors

A correctly spelled word in any language is one
whose spelling matches the dictionary spelling or,
if not in the dictionary, is widely accepted by well-
known writers and most speakers (Al Sharou et al.,
2021). Any variation in these known spellings falls
under the category of spelling errors.

3.2 Typographical Errors

Typo errors occur due to mistakes in typing and are
also called typos or misprints (Shah and de Melo,
2020). As more people use the internet to connect
and communicate, the emphasis is not on writing
everything carefully, resulting in many typos in on-
line texts. These errors may appear to be spelling
mistakes, but they are distinct because typos oc-
cur due to fast typing or fingers slipping on the
keyboard.

3.3 OCR Errors

Optical character resolution, or OCR, is a tech-
nological process of converting various digitized
documents into a format that computers understand
(Kissos and Dershowitz, 2016). The documents
generated by the OCR process can be edited like
any document typed on a computer. Two contribut-
ing factors to OCR errors are the poor image qual-
ity of the documents used and the use of different
training instances for the OCR image classifier.

3.4 Sentence Shortening Errors

Sentence shortening errors or cut-off (Shen et al.,
2020) is a prevalent noise in textual data where a
certain amount of words are missing due to infor-
mal writing, very commonly seen on social media
platforms or in automatic speech recognition sys-
tems (ASR) (Cunha Sergio and Lee, 2021). Such
partial removal is used to check the robustness of
context-based models, especially language models,
such as BERT (Devlin et al., 2019), which infer
the meaning of a word in the context of the entire
sentence.

4 Models

This section briefly describes the three well-known
NER models selected for this study. Each model
uses a different architecture to identify and extract
named entities. The first is a machine learning
model, and the next two are deep learning models.

4.1 Condition Random Field

Conditional random fields (CRFs) is a discrimi-
native machine learning model that predicts data
points related to each other (Sutton and McCallum,
2010). A discriminative model uses the input data
to predict the output class label by creating a di-
rect mapping between the input data and the output
label (Ng and Jordan, 2002). Patil et al. (2020)
explains that the CRF model uses an undirected
graphical model for the named entity identification.
This graph connects each observation to other ob-
servations without any specific direction. Given
the context of an observation, CRFs calculate the
probability of it being a particular named entity.
The CRF uses the concept of feature functions to
know about the various features of each variable
and thus understand the relationship between them.
For the study of NER datasets (Sutton and McCal-
lum, 2010), named-entity labels are dependent on
their adjacent observation, so the simplest form of
CRF, called the linear CRF, is used.

4.2 BERT

Bidirectional encoder representation from trans-
formers (BERT), proposed by Devlin et al. (2019),
is a powerful, well-known, and revolutionary
model in the field of NLP. The first step of BERT
is pre-training, where the model is trained on an
unlabeled, unstructured large dataset to understand
the bidirectional context, resulting in pre-trained
language models. This pre-training step is self-
supervised and can be completed without labeled
data leveraging the masked language modeling and
next sentence prediction training objectives. Our
study uses ’bert-based-cased’ pre-trained model for
training the models on the selected datasets. The
second step is fine-tuning, where the model is fur-
ther trained using an additional output layer. This
training uses labeled data of specific domains or
genres to learn the parameters of the new layer and
update the pre-trained parameters. For the specific
case of NER, each token in a sentence has a classi-
fication head responsible for identifying the labels
under the IOB scheme (Ehrmann et al., 2021).

4.3 BiLSTM + Flair Embeddings

Flair is an NLP library based on the PyTorch frame-
work, which supports multiple tasks, such as named
entity recognition, part-of-speech tagging, and text
classification (Akbik et al., 2019). Flair introduces
its own character-based embedding technique and
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provides support for various other embedding mod-
els. In this study, the Flair model uses the combina-
tion of Flair embeddings (Akbik et al., 2018) with
classic word embeddings, e.g. GloVe (Pennington
et al., 2014) for the CoNLL 2003 dataset, fastText
(Bojanowski et al., 2017) for the OntoNotes v5
dataset, and GloVe(twitter) and fastText for the
WNUT 16 dataset. Embeddings are created using
the unified interface of the Flair library. This uni-
fied interface allows the implementation of various
embeddings using the same code. The sequence
labeling model of the Flair library is trained for
NER using BiLSTMs to capture the information
from both directions.

Each of the three models employs a different
architecture to capture token and context meaning
or any intricate information in the data. This di-
verse selection of models in this study is used to see
which architecture is more resilient to the selected
errors.

5 Datasets

Three well-known NER datasets are chosen for this
experiment based on two criteria: the number of
words with various class labels and the amount
of noise in the dataset. The goal is to evaluate
the models on small, moderate, and large datasets.
All datasets contain information from different do-
mains, and the noise level varies. Three text files
containing the train, test, and validation sets are
created for each dataset, following the IOB scheme.
To have an idea of the amount of noise already
present in the datasets, we measure existing mis-
spellings using a spellchecker library.1

5.1 WNUT 16 Dataset

The first dataset selected for this research is the
WNUT 16 dataset (Strauss et al., 2016). This
dataset was created to analyze the challenges posed
by the enormous amount of data generated on so-
cial media platforms, such as Twitter, which usually
have user-generated noisy content. The WNUT 162

is a small-scale dataset as compared to the other
two datasets considered for this study and consists
of manually annotated tweets specially annotated
to serve as a training ground for the NER systems.
Out of the total words in the training and test set,
3, 613 (7.78%) and 7, 274 (11.75%) respectively
are misspellings according to the spellchecker.

1https://pypi.org/project/pyspellchecker/
2https://github.com/jinpeng01/hgn

5.2 CoNLL 2003 Dataset

The second NER dataset selected for this study is
the English CoNLL-2003 dataset (Tjong Kim Sang
and De Meulder, 2003). The words in this dataset
were annotated for four named entity types: person,
location, organization, and miscellaneous. The En-
glish dataset was downloaded from the huggingface
open source platform3. Out of the total words in
the training and test set, 7, 785 (3.82%) and 2, 584
(5.56%) respectively are misspellings.

5.3 OntoNote v5 Dataset

The third dataset selected for this study is the
OntoNotes v5 English dataset, the latest release in
the OntoNotes (Pradhan et al., 2013) dataset series4.
The dataset files were downloaded from the hug-
gingface open source platform 5. OntoNotes is a
large-scale dataset, and along with classic NER en-
tity types, it contains a large corpus of annotations.
Out of the total words in the training and test set,
19, 615 (0.89%) and 2, 822 (0.12%) respectively
are misspellings.

6 Experimental Setup

The most important task in this study is to create
many different versions of train and test datasets
with varying error types and rates. The subsections
will briefly introduce the data augmentation steps,
training process, and evaluation metrics selected
for this study.

6.1 Dataset Modifications with Various Noise
Types

The three datasets contain three files: train, validate,
and test. The various noise types and their com-
binations are introduced in the train and test sets
keeping the validation set untouched for all datasets
in this study. For the WNUT 16 and CoNLL 2003
datasets, five datasets were generated from each
train and test set for spelling, typos, OCR, and
combination of all error types to conduct a thor-
ough analysis. The error types are introduced using
the NLPAug library.6

The number of word manipulations in a dataset
varies for each error type. We decided, based on
two separate studies, the minimum threshold for

3https://huggingface.co/datasets/conll2003
4https://doi.org/10.35111/xmhb-2b84
5https://huggingface.co/datasets/conll2012_

ontonotesv5
6https://github.com/makcedward/nlpaug
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Figure 1: WNUT 16 dataset results with CRF, BERT, and Flair with various error rates for Spelling, Typo, OCR,
and Combination of errors in train set
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Figure 2: WNUT 16 dataset results with CRF, BERT, and Flair with various error rates for Spelling, Typo, OCR,
and Combination of errors in test set

spelling (Flor et al., 2015) and typos (Rodríguez-
Rubio and Fernández-Quesada, 2020) errors. The
maximum threshold for OCR was taken from the
study of Tong and Evans (2002), and errors are
introduced in descending order from a higher to a
lower number. The process of creating modified
datasets with spelling, typo, and OCR errors is as
follows:

• Five datasets are created for spelling errors
with an increasing error rate of 3%, 5%, 10%,
15%, and 20%.

• Similar to spelling errors, five new datasets
are generated for typos with the increasing
error rate of 5%, 10%, 15%, 20%, and 25%.

• For OCR error, five datasets are created with
an error rate of 5%, 10%, 15%, 20%, and

23%.

For the OntoNotes v5 dataset, we use only the
lowest and highest error rates for each error type.
As the model training using OntoNotes requires
a much longer training time than the other two
datasets, only two error rates are evaluated.

We follow a different process for SSE errors than
the other error types. We divide the dataset into
chunks of 450 words.7 Then, we use a uniform
distribution of 1 to 10 to remove words from the
end of this chunk, thus creating a new dataset that
simulates sentence shortening at the end of physical
pages.

For the combination of errors, first, the SSE error
7On average, an A4 page contains 400 to 500 words, as-

suming it has a default margin, 12-point font size, and 1.5 line
spacing. So, an average of 450 words per page is assumed for
SSE errors.
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Figure 3: CoNLL 2003 dataset results with CRF, BERT, and Flair with various error rates for Spelling, Typo, OCR,
and Combination of errors in train set
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Figure 4: CoNLL 2003 dataset results with CRF, BERT, and Flair with various error rates for Spelling, Typo, OCR,
and Combination of errors in test set

procedure is applied to the dataset, and then various
combinations8 of error rates are introduced to this
dataset.

The process is repeated for two more seed val-
ues on the training set of each dataset, creating 15
modified training sets for each spelling, typo, OCR,
and combination of errors and 3 datasets with SSE.
Similarly, the test set of each dataset is infiltrated
with various noise types but with only one seed
value.

8Apply SSE then create five new datasets, A: 3% spelling
error, 5% typos, and 5% OCR errors, B: 5% spelling error,
10% typos and 10% OCR errors, C: 10% spelling error, 15%
typos and 15% OCR errors, D: 15% spelling error, 20% typos
and 20% OCR errors, and E: 20% spelling error, 25% typos,
and 23% OCR errors

6.2 Training Process

At first, each model is trained using the original
train and validation sets. Then, for analyzing the
impact of various noise types, the process is divided
into two parts:

1. Training the model with altered training
datasets: The model with the same configura-
tion as the original dataset is trained with the
modified train datasets. We make predictions
on the unaltered test dataset to compare the
model’s performance with the original dataset.

2. Testing the original model with noisy test
datasets: The model trained on the original
dataset is used for predictions on noisy train
datasets to analyze the effectiveness of models
trained on less noisy data to predict noisy text.
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Figure 5: OntoNotes v5 dataset results with CRF, BERT, and Flair with various error rates for Spelling, Typo, OCR,
and Combination of errors in train set
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Figure 6: OntoNotes v5 dataset results with CRF, BERT, and Flair with various error rates for Spelling, Typo, OCR,
and Combination of errors in test set

6.3 Evaluation Metrics

The results of all three models are presented using
the micro-averaged F1 score, and for any further
investigation, individual F1 scores with precision
and recall for each class label are analyzed. We
report the average over the different seeds.

7 Results

Two sets of experiments are performed for each
model with a dataset, as mentioned in subsection
6.2. The results for each dataset are shown in
two diagrams containing four subplots for spelling,
typo, OCR, and combinations of all errors. The two
figures for each dataset show the results with vari-
ous error rates in the training and testing dataset. In
plots, the numeric value 0 and the term “Orig.” are
used for a dataset without any added noise types.

The term F1 score in all diagrams and table shows
the micro F1 score obtained from all the experi-
ments. The result of SSE for each dataset is shown
in Table 1. The F1 score obtained after all exper-
iments indicates that the SSE does not have any
significant impact on the performance of the se-
lected models.

7.1 WNUT 16 Dataset

Of all the models’ performances on the WNUT
16 dataset, the BiLSTM combined with Flair em-
beddings has shown the best result on the original
dataset, and models trained on a noisy training set.
Figure 1 shows a constant decline in the perfor-
mance of both the BERT and CRF models, and the
most decline in performance is observed with the
combinations of various error types (0.02 for Flair,
0.09 for BERT, and 0.05 for CRF).
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SSE

Datasets Model Original Train Test

CoNLL 2003 CRF 0.8050 0.8041 0.8030
BERT 0.9167 0.9146 0.9152
Flair 0.9246 0.9252 0.9233

WNUT 16 CRF 0.2617 0.2626 0.2612
BERT 0.4586 0.4534 0.4563
Flair 0.5405 0.5384 0.5391

OntoNotes v5 CRF 0.7770 0.7630 0.7761
BERT 0.8586 0.8578 0.8544
Flair 0.8504 0.8450 0.8492

Table 1: The Table shows the F1 score obtained from all three models on each dataset for SSE. The train column
contains the F1 score when SSE was introduced in the training set and the F1 score is obtained on the original test
set. The test column contains the F1 score when the model trained on the original dataset is tested on a test set
containing SSE errors.

Figure 2 shows that the model with the original
WNUT dataset, when used on noisy test datasets
with an increasing error rate, suffers a steep decline
in prediction capability. For the combination of
errors, BiLSTM combined with Flair embeddings
F1 score decreased by 0.26, BERT by 0.26, and
CRF by 0.09). The BiLSTM combined with Flair
embeddings, which was very robust with errors in
the training dataset, did not perform well on noisy
test data.

7.2 CoNLL 2003 Dataset

Figure 3 shows the overall performance of each
model on the CoNLL 2003 training datasets. The
BiLSTM combined with Flair embeddings per-
formed the best on the original dataset, but the
CRF model is most robust towards individual er-
rors. Its performance declines with a combination
of errors. Out of all models, BERT’s performance
is affected by all error types, and the most decline
in its performance is observed with the combina-
tion of errors where the F1 score has dropped from
0.9167 to 0.8924. Figure 4 shows the performance
of the CoNLL 2003 model trained with the original
dataset and tested on the noisy test dataset. The
performance of CRF on noisy test datasets shows
continuous declining performance.

7.3 OntoNotes v5 Dataset

Figure 5 shows the results of models trained on
a noisy training set of the OntoNotes v5 dataset.
The results of BiLSTM combined with Flair em-
beddings show robustness to individual errors, but

performance suffers when multiple error types are
combined. The performance of the BERT and CRF
models does not degrade significantly.

The performance of models trained on the orig-
inal OntoNotes v5 dataset declines continuously,
similar to the results of the WNUT 16 and CoNLL
2003 on the test dataset. Figure 6 shows that the
BiLSTMs with the Flair embeddings performance
is the most affected by all individual and combina-
tion errors out of all models. The model’s F1 score
has come down from 0.8504 to 0.2302 with typo
errors in the test dataset.

The observations with respect to the research
questions stated in the introduction are as follows:

RQ1: What impact does data quality have on
the performance of each NER model?
The quality of a dataset has a different impact on
different architectures. The BiLSTM combined
with Flair embeddings shows more resilience and
the best F1 score on both the original and varia-
tions of the training dataset for the WNUT 16 and
CoNLL 2003 datasets. With the variations of all
noise types in the test set, all models show a steep
decline in performance.

RQ2: How do different types of individual
noises affect NER model performance?

Individual error analysis reveals that all models
are more resistant to spelling errors than typos or
OCR errors. Furthermore, for the NER task, remov-
ing a small percentage of data for SSE has little
effect on model performance.

RQ3:What effect does combining different
types of noise have on the performance of an
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NER model?
A combination of all errors, even with a small

percentage of each noise type, has always resulted
in decreased performance for all models on all
datasets.

RQ4: What effect do different datasets with
different noise types have on the performance of
an NER model?

On the high-quality CoNLL 2003 dataset, the
performance of each model with increased noise is
not affected as much as the addition of noise to the
already noisy WNUT 16 datasets.

8 Conclusion

This paper investigated the effect of different types
of textual noise on NER models by artificially
adding noise to training and testing datasets at dif-
ferent rates. Our goal was to experiment with dif-
ferent levels of noise based on real-world, observed
levels for each category. The results showed that
each error has a different impact on the NER mod-
els, with the OCR and combination of all errors
having the most significant impact. The influence
of errors in the test dataset is severe compared to
that in the training set, and in a few cases, the high
error rate shows the models’ inability to make use-
ful predictions.
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Abstract
Emotion corpora are typically sampled based
on keyword/hashtag search or by asking study
participants to generate textual instances. In
any case, these corpora are not uniform sam-
ples representing the entirety of a domain. We
hypothesize that this practice of data acquisi-
tion leads to unrealistic correlations between
overrepresented topics in these corpora that
harm the generalizability of models. Such topic
bias could lead to wrong predictions for in-
stances like “I organized the service for my
aunt’s funeral.” when funeral events are over-
represented for instances labeled with sadness,
despite the emotion of pride being more appro-
priate here. In this paper, we study this topic
bias both from the data and the modeling per-
spective. We first label a set of emotion corpora
automatically via topic modeling and show that
emotions in fact correlate with specific topics.
Further, we see that emotion classifiers are con-
founded by such topics. Finally, we show that
the established debiasing method of adversarial
correction via gradient reversal mitigates the
issue. Our work points out issues with existing
emotion corpora and that more representative
resources are required for fair evaluation of
models predicting affective concepts from text.

1 Introduction

Emotion analysis is typically formulated as the
task of emotion classification, i.e., assigning emo-
tions to textual units such as news headlines, so-
cial media or blog posts. Emotion classification
is applied across various domains, ranging from
political debates (Mohammad et al., 2014) to di-
alogs (Li et al., 2017) and literary texts (Moham-
mad, 2011), and enable further use cases such as
analyzing emotions of social media users (e.g., in
response to the COVID-19 pandemic, Zhan et al.,
2022), identifying abusive language using emo-
tional cues (Safi Samghabadi et al., 2020) or devel-
oping empathetic dialog agents, e.g., for emotional
support (Liu et al., 2021).

Emotions are thereby modeled as either discrete
classes of basic emotions (Ekman, 1992; Plutchik,
2001), within the vector space of valence and
arousal (Russell, 1980), or as the result of the
emoter’s cognitive appraisal of the stimulus event
(Scherer, 2005; Smith and Lazarus, 1990). Inde-
pendent of which emotion theory is adopted, emo-
tion data sets are commonly collected by searching
for topics of interest, for instance with hashtags
on social media (Schuff et al., 2017, i.a.) or by
using specific subfora (Stranisci et al., 2022), in
order to cover a variety of emotion labels instead of
generally overrepresented ones. Another common
approach is to ask study participants to report emo-
tional episodes for a given emotion (Troiano et al.,
2023, 2019; Scherer and Wallbott, 1994, i.a.). In
that case, subjects are more likely to report impor-
tant, long enduring, high-impact events than less
relevant ones. Cases in which large corpora are
uniformly sampled for annotation are comparably
rare (Alm et al., 2005, i.a.).

We hypothesize that these established sampling
procedures are harmful. They lead to topics over-
represented for specific emotions which allows the
model to rely on spurious signals instead of ac-
tual emotion expressions. As an example, in “I
enjoyed my birthday party.” a model might learn to
associate the topic of “party” with joy, instead of
inferring the emotion from the text (here, the verb).
That might then lead to wrong predictions for texts
such as “I did not like my party.”. We assume that
this is also a reason for poor cross-corpus gener-
alization of emotion classification (cf. Bostan and
Klinger, 2018).

In this paper, we aim at understanding the preva-
lence and impact of this phenomenon in the context
of emotion analysis. We answer the following re-
search questions:

1. Are emotion datasets biased towards topics?
We show that emotion datasets are biased to-
wards topics, i.e., that there is a prototypical
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association of topics with emotion labels spe-
cific for each corpus.

2. Is emotion classification influenced by topics?
Based on the observation of topic biases in
datasets, we show that this bias also carries
over to emotion prediction models.

3. Can the influence of topics on emotion classi-
fication be mitigated?
We show that the robustness of emotion clas-
sifiers can be improved by using established
debiasing methods which reduce the impact
of the topic bias on the classifiers.

We perform the experiments on emotion self-report
corpora (Scherer and Wallbott, 1994; Troiano et al.,
2023; Hofmann et al., 2020), social media data
from Twitter (Schuff et al., 2017) and Reddit
(Stranisci et al., 2022), as well as on fictional stories
(Alm et al., 2005). With these annotated corpora,
we cover (i) a variety of domains and (ii) multiple
emotion models.

2 Related Work

2.1 Emotion Classification

Computational approaches to emotion analysis of-
ten adopt categories inspired by theories of basic
emotions (Ekman, 1999; Plutchik, 1982), by mod-
eling emotions as six (anger, fear, joy, sadness, dis-
gust, surprise) or eight (adding anticipation, trust)
discrete classes. Alternatives include the use of the
valence–arousal vector space to position emotion
categories (Russell, 1980) or focus on the aspect
that emotions are caused by events that undergo
a cognitive evaluation (Scherer, 2005; Smith and
Lazarus, 1990). In the latter case, emotions are
represented by appraisal variables, including, for
instance, if the event requires attention, if the per-
son involved is certain about what is happening, if
the outcome requires further effort, is pleasant, or
if the person has been responsible or can control
the situation.

The emotion model is sometimes, but not al-
ways, chosen based on the domain a corpus stems
from. For instance, Schuff et al. (2017) reannotate
a stance detection corpus with Plutchik’s eight emo-
tions due to their presumed universality. Alm et al.
(2005) follow Ekman’s model for a similar reason.
Scherer and Wallbott (1994); Hofmann et al. (2020)
choose a set of self-directed emotions because their
data consists of self-reports. Troiano et al. (2023)
use a larger set of emotions, and also annotate ap-
praisal dimensions because of the prevalence of

event descriptions in the texts they collected, simi-
larly to Stranisci et al. (2022).

To develop automatic emotion classification
methods, as in many areas of NLP, transformer-
based pre-trained language models like BERT (De-
vlin et al., 2019) and ROBERTA (Liu et al., 2019)
have been found to consistently outperform pre-
vious state-of-the-art approaches. These models
are fine-tuned on domain-specific corpora. Bostan
and Klinger (2018) show for 14 popular emotion
datasets that a cross-corpus prediction performance
is drastically lower than for in-corpus classification.
We hypothesize that a major part of what makes a
domain unique is the distribution of topics.

2.2 Bias

Bias has been found to affect various textual re-
sources, including those to support hate-speech
detection (Wich et al., 2020), sentiment analysis
(Wang et al., 2021), machine translation (Stanovsky
et al., 2019) or argument mining (Spliethöver and
Wachsmuth, 2020). In general, the term bias refers
to the phenomenon that machine learning models
adopt latent, “non-generalizable features” (Shah
et al., 2020) from the training data, such as domain-
specific terms, contexts, or text styles. In con-
sequence, the biased representation leads to erro-
neous results when applied to a domain where the
alleged standard does not hold (cf. Hovy and Prab-
humoye, 2021), which can lead to harmful impact
on various groups in our society.

Topic bias originates in skewed topic representa-
tions. Wiegand et al. (2019), for instance, find the
topic of soccer to be almost exclusively associated
with abusive language, caused by the sampling pro-
cedure. In this paper, topic bias is understood to
comprise two of these concepts: First, the associ-
ation of certain emotion or appraisal labels with
certain topics and second, the resulting bias in a
classifier towards certain topics when predicting
the emotion and appraisal labels.

Detection and Mitigation. For detecting bias
contained within pre-trained models and word em-
beddings, Caliskan et al. (2017) introduce the Word
Embedding Association Test (WEAT) and Kurita
et al. (2019) investigate gender bias within BERT

word embeddings. Wiegand et al. (2019) calculate
the pointwise mutual information between words
and abusive language annotations. Nejadgholi and
Kiritchenko (2020) train a topic model on a dataset
and perform a qualitative analysis of the result.
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Bias mitigation is addressed at either the data
or the modeling level. Wiegand et al. (2019) sam-
ple additional texts of the overrepresented class.
Barikeri et al. (2021) augment training data by in-
stance duplication, replacing the biased term with
an inverse term. He et al. (2019) tackle the bias
correction during training by developing an inten-
tionally biased classifier in order to identify the
features that exhibit bias. This information is then
used to train a debiased classifier which compen-
sates for the biased features. Qian et al. (2019)
adapt the language model’s loss function in order
to mitigate gender bias, introducing a new term to
the loss function that aims at equalizing the proba-
bility of male and female words. In the context of
mitigating the influence of domains on classifica-
tion, gradient reversal has proven effective (Ganin
et al., 2015).

3 Methods & Experimental Setting

We will now explain our method for topic-bias
detection in emotion corpora and then the exper-
imental setting to evaluate established mitigation
methods in this domain.1

Definitions. We consider six different corpora,
where each corpus c ∈ C is modeled as a tuple con-
sisting of a set of topic labels Tc, a set of instances
Ic and a set of annotation labels Lc, where Lc is ei-
ther from the set of overall appraisals (Lc ⊆ AC) or
emotion labels (Lc ⊆ EC), where AC ∩ EC = ∅.

Further, each instance ic ∈ Ic consists of a text
si,c = (s1, s2, . . . , sn), a topic label ti,c ∈ Tc

and a set of emotion or appraisal labels Li,c =
{aj , . . . , ak} ⊆ Lc. Some of the corpora we con-
sider are labeled with multiple, i.e., one or more
emotions. Appraisals are always annotated in a
multi-label setting.

3.1 Topic-based Bias Detection

Inspired by Wiegand et al. (2019); Nejadgholi
and Kiritchenko (2020), we train separate emo-
tion classifiers tasked with predicting either the
emotion or appraisal label a ∈ Li,c, for each topic
toutc ∈ Tc in a given corpus. In the subset of the
corpus used for training the classifier (T train), in-
stances with the topic label toutc are excluded, i.e.,
T train
c = {ti,c|ti,c ∈ Tc, ti,c ̸= toutc }. The number

of classifiers trained for a given corpus c is thus
equal to |Tc|.

1The repository to replicate our experiments will be made
available via https://www.bamnlp.de/resources/.

InTopicCrossTopic
Topic

Train-

Test-
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subsets

fold 1 fold 2 fold 3 fold 1 fold 2 fold 3

t1c t2c t3c t1c t2c t3c t1c t2c t3c t1c t2c t3c t1c t2c t3c t1c t2c t3c

Figure 1: Visualization of the experimental setting for
INTOPIC and CROSSTOPIC predictions.

The classifiers are evaluated in two distinct set-
tings: In the INTOPIC setting, multiple testsets are
sampled from the corpus, one for each topic except
tout
c . Each testset is thus defined in relation to the re-

spective held-out topic: tin
c = Tc \{tout

c }. Thus, the
union of all tin

c per corpus reflects T train
c . Therefore,

a classifier trained on T train
c is evaluated on all tin

c

of corpus c. For the CROSSTOPIC setting, the classi-
fier is evaluated on the held-out topic toutc which is
not part of the training set T train

c . In both settings,
we calculate averages across folds which leads to
a performance estimate whose comparisons are
meaningful. Figure 1 visualizes this setup.

Topic Modeling. While emotion and appraisal
annotations stem from the labels of the respective
corpora, the topic labels need to be inferred from
the data. We use BERTOPIC (Grootendorst, 2022), as
it supports pre-trained transformer models to detect
the semantic relations on sentence-level as well as
HDBSCAN for clustering, averting the need of de-
termining a fixed number of topics per dataset. This
method has proven effective in previous research
(Xu et al., 2022; Kellert and Mahmud Uz Zaman,
2022; Eklund and Forsman, 2022).

3.2 Bias Mitigation

We compare two established methods for debiasing
the models with respect to topics.

Word Removal. As a straight-forward approach
which still often shows a good performance
(Dayanik and Padó, 2021, i.a.), the respective topic
words are removed from the corpus. Specifically,
we remove the most indicative words for each topic,
according to the probabilities of the topic model.

Gradient Reversal. We compare this approach
to the well-established method of adversarial learn-
ing through gradient reversal (Ganin et al., 2015).
We extend the emotion/appraisal classifier by a
topic predictor and gradient reversal layer, with the
purpose of reversing the gradient (by multiplying
it with −λ) of the following layer during back-
propagation. Implementation details for all applied
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# Topics ∅ Topic STD Topic labels # Instances Outlier

ISEAR 10 525 290 love, exams, death, shame, school, animals, alcohol, acci-
dents, fear, theft

7666 2412

SSEC 11 305 219 feminism, prayer, abortion, climate, clinton, twitter, trump,
gay marriage, latino, swearing, patriotism

4870 1513

TALES 10 388 183 birds, flowers, tabitha twitchit, old english, piggies, royalty,
dressmaking, hansel & gretel, boats, predators

10339 6457

ENVENT 8 584 298 feelings, promotion, relationships, covid, dogs, graduation,
pregnancy, driving

6600 1925

APPREDDIT 10 43 12 depression, everyday life, driving, love, romantic relation-
ships, reddit, anger, death, platonic relationships, vaccination

780 352

ENISEAR 13 58 25 death, dogs, accidents, theft, birth, food, affairs, UK politics,
christmas, bullying, work, relationships, spooky

1001 245

Table 1: Number (#), average size (∅), standard deviation (STD), and manually assigned labels of the topics found
by BERTOPIC for all corpora. All numbers exclude the outlier topic, whose number of instances is provided in the
last column (Outlier). The topic labels are sorted by size, in decreasing order. The second to last column reports
the number of all instances per corpus for reference. (We abbreviate the CROWD-ENVENT corpus in this paper as
ENVENT.)

methods are provided in Appendix A.

3.3 Data
We consider six corpora, each annotated for emo-
tions or appraisal dimensions. We use the ISEAR

(Scherer and Wallbott, 1994), SSEC (Stance Sen-
timent Emotion Corpus; Schuff et al., 2017) and
TALES (Alm et al., 2005) corpora for emotion analy-
sis and the APPREDDIT corpus (Stranisci et al., 2022)
for appraisal analysis. From the ENVENT (Troiano
et al., 2023) and ENISEAR (Troiano et al., 2019)
corpora we use both annotation layers.

The corpora differ in size, annotation setup and
– most relevant for us – in the way the instances
are sampled and which topics are covered: ISEAR

and ENISEAR were created by asking study partic-
ipants to report and describe events that caused a
predefined emotion. ISEAR has been collected in
an in-lab setup and ENISEAR via crowdsourcing.
Since participants were free to report any event that
elicited one of the given emotions, they were also
free in their choice of topic. This procedure is in
fact expected to create a topic bias, because more
important topics cause more intense emotions and
are therefore more likely to be recalled. Therefore,
Troiano et al. (2019) add diversification method to
the otherwise similar setup. They mention topics
that the study participants shall not report on.

In the SSEC corpus, Schuff et al. (2017) re-
annotate Twitter posts originally collected by Mo-
hammad et al. (2016). The original purpose of the
text collection was to study sentiment and stance.
Therefore, they have been collected with specific
hashtags corresponding to topics “Atheism”, “Cli-
mate Change is a Real Concern”, “Feminist Move-

ment”, “Hillary Clinton”, and “Legalization of
Abortion”. Arguably, we could have relied on these
topics in the data, however for comparability in our
experiments, we also use the topic modelling ap-
proach for this dataset.

The APPREDDIT corpus provides appraisal anno-
tations of Reddit posts, sourced from subreddits
mostly connotated with negative sentiment (Anger,
offmychest, helpmecope anxiety, i.a.). The TALES

corpus (Alm et al., 2005) features literary texts,
specifically fairy tales by various authors. Here,
sentences from uniformly sampled stories are the
unit of annotation.

In order to enable inter-comparability, we map
the varying annotation schemes onto a unified
scheme. More information on the datasets is in
Appendix B.

4 Results

We will now present the results to answer the re-
search questions introduced in Section 1.

4.1 Are emotions biased towards topics?

Topic Modelling Results. Table 1 reports the re-
sults of the topic modeling at the overall corpus
level, including the number of topics, the average
size (number of instances) and the list of topic la-
bels (Lc) for each corpus. The topic labels are
defined manually, based on the ten most represen-
tative words for each topic.

The size of topics, i.e., the number of instances
associated with it, varies across corpora (see ∅
and STD). The number of topics ranges from 8
(ENVENT) to 13 (ENISEAR), while ISEAR, TALES
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Figure 2: Normalized pointwise mutual information
between topics and emotion annotations in ISEAR.

and APPREDDIT comprise 10, ISEAR 11 topics.
An important finding is that, despite not being in-

formed in a supervised manner regarding the emo-
tion labels, the topics reflect the individual corpus’
domain and sampling methods. ISEAR, ENISEAR

and ENVENT, all of which are compiled by querying
emotionally connotated event-descriptions, feature
generic and everyday topics, e.g., love, dogs or
driving. In SSEC the topic modeling corresponds to
the keyword-based sampling based on the original
intention to perform stance detection. In APPREDDIT,
topics appear to be indicative of the subreddit they
are sourced from. For instance, the topic of de-
pression is related to the subreddit “mentalhealth”.
The variety of relationship-related topics (romantic
relationships, love, platonic relationships) reflects
the various subreddits revolving around these top-
ics, e.g., “relationship advice” or “Dear Ex” (cf.
Stranisci et al., 2022 for the exhaustive list of sam-
pled subreddits). The topics in TALES appear most
varied. Some topics correspond to generic concepts
within fairytales (birds, flowers, royalty), while oth-
ers are representative of specific fairy tales2.
Emotion–Topic Relation. We will now look at
the relation between emotions and topics from
the dataset perspective. At first glance, such rela-
tions can already be observed in topics that revolve
around specific emotions, such as shame, fear (both
in ISEAR), anger (APPREDDIT) or, more general, feel-
ings (ENVENT). In order to assess whether these
equivalences on the lexical level are also present in

2The most representative terms for the topic labeled as
Tabitha Twitchit comprise the names of fictional characters
from the kids stories by Beatrix Potter. Further, the topic old
english appears to be based on lexical features alone (e.g.,
“thou”, “thee”, “thy”).
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Figure 3: Normalized pointwise mutual information
between topics and emotion annotations in ENVENT.
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Figure 4: Normalized pointwise mutual information
between topics and appraisal annotations in ENVENT.

the respective emotion annotations, we report the
normalized pointwise mutual information between
topics and their associated emotion annotations in
Figures 2 and 3.3 For ISEAR (Fig. 2), we observe
that the topics of shame and fear are positively cor-
related with the emotion label of the same class.
Further, emotionally correlated topics are death
(with sadness), alcohol and animals (both disgust),
accidents (fear) and exams with joy (all positive).
Negative correlations can be observed for alcohol
and joy, as well as for love and fear.

The observations for ENVENT are similar (Fig. 3),
with positive correlations between dogs and disgust
as well as driving and fear. Although these are
consistent with correlations of similar topics in

3We focus our analysis on select datasets and report results
for the remaining corpora in Appendix C.
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CROSSTOPIC INTOPIC ∆INTOPIC
CROSSTOPIC

Corpus BL WR GR ∆BL
WR ∆BL

GR BL WR GR ∆BL
WR ∆BL

GR BL WR GR
E

m
ot

io
n

ISEAR 59 59 65 0 6 68 70 71 2 3 9 11 6
ENISEAR 69 54 68 −15 −1 74 69 72 −5 −2 5 15 4
SSEC 46 37 23 −12 −23 47 39 25 −8 −22 1 2 2
TALES 84 84 82 0 −2 85 85 83 0 −2 1 1 1
ENVENT 51 51 54 0 3 55 55 57 0 2 4 4 3

Average 62 57 58 −5 −4 66 64 62 −2 −4 4 7 4

A
pp

ra
is

al

ENISEAR 70 56 54 −14 −16 75 57 56 −18 −19 5 1 2
ENVENT 63 61 44 −2 −19 64 61 45 −3 −19 1 0 1
APPREDDIT 66 56 56 −10 −10 68 55 56 −13 −12 2 −1 0

Average 66 57 51 −9 −15 69 57 52 −12 −17 3 0 1

Table 2: Results for CROSSTOPIC and INTOPIC experiments and differences between them for all experimental series.
For each experimental setup, we show results for the baseline without debiasing (BL) and for the two debiasing
methods of word removal (WR) and gradient reversal (GR).

ISEAR (animals and disgust, accidents and fear),
the PMI values in ENVENT are consistently lower.

The ENVENT offers itself to compare the
emotion–topic and appraisal–topic correlations
(Figure 4). The highest positive correlation is be-
tween covid and chance control, i.e., covid-related
events are appraised as out of control by the emoter.
The topic of covid is further (slightly) negatively
correlated with self control (thus, the complement
to chance control) and self responsibility. This di-
rect comparison on ENVENT shows that the correla-
tions between topics and appraisals are less distinct
than for emotions.

4.2 Is emotion classification influenced by
topics?

What arises from the observation that topics and
emotions (and topics and appraisals) are indeed
correlated is the question whether this relation is
reflected in classifiers. To this end, Table 2 shows
results for CROSSTOPIC and INTOPIC experiments.

Following the assumption that emotion and ap-
praisal classifiers are biased towards topics, the
INTOPIC setting is hypothesized to score higher than
the CROSSTOPIC setting. The difference between
these two settings is shown in the ∆INTOPIC

CROSSTOPIC–BL

column. Across all corpora, we see that all INTOPIC

scores are higher than the CROSSTOPIC scores – the
∆ is positive but varies: The highest discrepancy
is observed for ISEAR (+9), while it is neglectable
for SSEC, TALES and ENVENT (in the appraisal clas-
sification setting) and APPREDDIT (+2). In compari-
son, ENVENT (for emotion classification) as well
as emotion and appraisal classification on ENISEAR

show moderate improvement when evaluated IN-

TOPIC (+4, +5, +5, respectively). Overall, the ∆
values are similar (on average) between emotion
and appraisal classification.

These results show that the topic influences the
predictions negatively, but does not allow any in-
sight if these results mostly stem from one emotion
label or are the same across labels. To analyze this
aspect, Figure 5 reports the F1-scores obtained on
each topic-specific subset for each held-out topic.
The diagonal thus depicts the CROSSTOPIC setting.
All other cells correspond to the INTOPIC setting.

The large ∆ value reported for ISEAR in Table 2
leads to the diagonal values (CROSSTOPIC) in Fig-
ure 5 to be lower than the average of all other results
of the same held-out topic (INTOPIC). However, the
CROSSTOPIC scores are still comparably high. Partic-
ularly interesting is the topic of death. When this
is absent from the training data, the classifier per-
forms much worse on all testsets, both INTOPIC and
CROSSTOPIC. Analogously, the topic fear appears to
contain instances easier to classify, no matter which
held-out topic is absent from the training data. The
only exception is the mentioned topic death, and,
although to a lesser extent, the CROSSTOPIC setting
of the topic fear.

4.3 Can the influence of topics on emotion
classification be mitigated?

To understand if the discrepancy between the
CROSSTOPIC and INTOPIC results can be mitigated
with debiasing methods, we show the results also
in Table 2 (columns WR for word removal and GR

for gradient reversal).
Do the mitigation methods lower the perfor-

mance for each setting separately or do they im-
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Figure 5: Micro-average F1 for each topic-
specific test set in ISEAR, for each held-out topic
(CROSSTOPIC/INTOPIC). No mitigation method is used
(BL setting).
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Figure 6: Micro-average F1 for each topic-
specific test set in ISEAR, for each held-out topic
(CROSSTOPIC/INTOPIC). Gradient reversal is used as a
mitigation method (GR setting).

prove it? The answer can be found in the ∆BL
WR

∆BL
GR columns. In the INTOPIC setting, most of

these values are negative – the mitigation method
removes information helpful for emotion classifi-
cation. The only exception is the ISEAR corpus
for emotion classification, where the method in
fact improves the result. The negative difference
is most pronounced for SSEC and nearly negligi-
ble for the other corpora for emotion classifica-
tion. The results carry over to the CROSSTOPIC set-
ting: For SSEC, emotion classification performance
is substantially lower, while the difference is ne-
glectable for most other corpora. Only ENISEAR

(for emotion classification) shows a similarly sig-
nificant drop in performance when WR is applied.
For ISEAR, however, the emotion classification is
improved. To provide more detail on where this
CROSSTOPIC improvement takes place, we compare
the detailed INTOPIC/CROSSTOPIC results for the BL-
and GR-settings in Figures 5 and 6, respectively.
The direct comparison shows that the substantial
impact of the topic death on CROSSTOPIC emotion
classification (Figure 5) is mitigated when applying
the GR-mitigation method (6).

Do the mitigation methods lower the per-
formance discrepancy between the INTOPIC and
CROSSTOPIC predictions? To find the answer to
this question, we compare the delta values BL–WR

and BL–GR at the right of Table 2 (∆INTOPIC
CROSSTOPIC).

A lower delta value for the mitigation method than
for the BL is an indicator that the method improves
the classifier. In the emotion classification setup,

this is the case for ISEAR and, to a lower extend,
for ENISEAR and ENVENT. These are the corpora
that are particularly designed to include event de-
scriptions. However, there is a difference in per-
formance between the mitigation methods. In the
aforementioned corpora, an improvement can only
be observed in the GR-setting. When WR is ap-
plied, ISEAR and ENISEAR even show a decrease
in performance.While the SSEC corpus would also
have the potential to be improved with the method,
the classifier relied too substantially on the topic
information and cannot find enough signal for emo-
tion classification such that the method may work.

For the appraisal prediction, we also observe an
improvement for event-centered corpora ENISEAR

and APPREDDIT, but not for ENVENT. Throughout all
experiments, we observe that topic information re-
moval is disadvantageous for appraisal prediction.
We take this as an indicator that the classifiers in-
deed find information on the emotion expression
outside of topic information. However, the ap-
praisal information needs to be inferred from the
topic of the text and cannot be found elsewhere.

5 Analysis

To provide an intuition how the predictions of the
model changes with the topic mitigation, we show
examples in Table 3. For each example sentence
we see the corresponding topic label (according
to the topic model), the gold emotion annotation
and the CROSSTOPIC-predictions with (WR, GR) or
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CROSSTOPIC

ID Text Topic Gold BL WR GR

1 When one of my closest friends died unexpectantly death sadness joy disgust sadness
2 When my uncle comes (3 times a year) for the traditional Christ-

mas dinner with my grandparents and other relatives and is very
drunk.

alcohol disgust anger shame disgust

3 When my fiancee travelled 2000 Km to visit me, and I hadn’t
seen her for 4 months.

love joy sadness sadness joy

4 Passing an exam I did not expect to pass. exam joy fear fear fear
5 When I was admitted to a certain school as a student. exam joy shame shame joy
6 Unexpected visit by a close friend, whom I hadn’t seen for half

a year.
love sadness sadness fear sadness

Table 3: Example predictions for instances from the ISEAR corpus, including assigned topic and gold emotion label.
Predictions are reported for the CROSSTOPIC-setting (trained on all instances except those labeled with respective
topic in column Topic) when applying no mitigation method (BL), word removal (WR) and gradient reversal (GR).
Predictions in bold represent correspondence with gold label.

without (BL) applying de-biasing methods.
Example 1 is assigned the topic death and is an-

notated with sadness. With no mitigation method
applied, a CROSSTOPIC-classifier (i.e., which has not
seen any sentences belonging to the topic death dur-
ing training) falsely predicts joy (BL). We hypothe-
size that the erroneous classification is due to a bias
towards the topic of love (which is correlated with
joy), represented by the term “friends”. If word
removal is applied, a different but equally incorrect
label is predicted (disgust). Apparently, removing
any words associated to topics from the input does
mitigate the bias observed in the BL prediction, but
removes too much information. However, when
using gradient reversal, the bias is mitigated and
the correct label sadness is predicted. Similar cases
can be observed in Examples 2, 3, 5 and 6.

Example 4 shows a different pattern. Despite
achieving de-biasing in the above cases, there are
also examples where gradient reversal fails to miti-
gate the bias and predict the correct emotion label.
None of the two mitigation methods leads to a cor-
rect prediction. Instead, all CROSSTOPIC-classifiers
assign fear. Presumably, this is because of the
phrase “did not expect” which expresses a future-
directed, misalignment with the predictability of
events. This aspect might in itself be another possi-
ble form of appraisal bias.

6 Conclusion

We based our study on the observation that emotion
analysis corpora are commonly sampled based on
keywords or following other methods that are risky
to lead to distributions that are not representative
for the entirety of a domain. We contributed a better
understanding how far this issue can be found in

emotion corpora and if models fine-tuned on them
rely on such spurious signals.

The analysis of topic distributions in emotion
corpora yields that they are, indeed, biased towards
topics. The degree of bias varies: Some corpora ex-
hibit prototypical topics for certain emotions, while
in others, only weak correlations between topic and
emotion distribution can be observed. We hypoth-
esize this is because of the respective sampling
strategies: If the sampling method is biased, i.e.,
if certain topics are over-represented for a given
emotion, topic bias emerges.

In the cases in which topic and emotion distribu-
tions are highly correlated, this topic bias is also
found to be reflected in the resulting classifier. For
mitigating this bias in emotion classifiers, gradient
reversal proved to be useful. It allows the classifier
to make use of available topic information without
relying solely on it for making the classification
decision.

Our results suggest that classifiers in which the
topic bias is mitigated may have a higher perfor-
mance across corpora, yet, this needs to be eval-
uated in future work. Further, we assume that
prompt-learning or other few-shot modeling meth-
ods might suffer less from topic biases in corpora.
If this is true, this opens a new research direction of
selecting non-bias-inducing instances for emotion
and appraisal classification.

Finally, the difference between topic–emotion
and topic–appraisal correlations requires further
analysis. We hypothesize that this is because ap-
praisals are more closely related to events than
general emotion labels.
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Limitations

We presented the first study on topics as unwanted
confounders for emotion analysis. We focused on a
set of popular corpora, but cannot make any judge-
ments regarding corpora that we did not study. We
are confident that similar effects can be found in
other resources, but this still needs to be analyzed.

Another limitation is the pragmatic decision that
the contextualized embeddings used by our emo-
tion/appraisal predictors and the topic modeler are
not the same. The representations used for topic
clustering are provided by sentence-transformer
models, while we leverage ROBERTA embeddings
for emotion and appraisal classification. This po-
tentially introduces an uncontrolled variance in our
experiments. Using identical embedding models
for both steps – or, alternatively, a joint embed-
ding space – might reduce that variance and thus
improve interpretability of the results.

Ethical Considerations

In our work, we do not develop or annotate cor-
pora. We further do not collect data or propose
new NLP tasks. Therefore, our work does not con-
tribute potential biases originating from annotator
or data selection. Instead, our goal is to understand
biases better and contribute to a more fair emotion
classification. We do not investigate how topic bias
might cause harm in downstream applications.

Still, our topic analysis might be limited, for in-
stance by the topic modeler chosen for the analysis
and by the datasets that we studied. In real-world
data applications, another topic modeling approach
might be required. It is important to note that we
do not make any statements which topics might
have a negative impact on members of a society.

In general, emotion classifiers have a high po-
tential to cause harm by making wrong predictions.
Until the performance is on a higher, more reliable
level and the effects of biases and other confound-
ing variables are better understood, they should
always be applied with caution. We propose that
the analyses acquired with automatic emotion anal-
ysis methods should never be related to individuals.
Instead, analysis should only be performed on an
aggregated level.
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A Implementation Details

Emotion/Appraisal Classifier. Following state-
of-the-art approaches to emotion and appraisal clas-
sification (Demszky et al., 2020 Troiano et al.,
2019), we fine-tune ROBERTA (Liu et al., 2019)
as implemented in the Huggingface library (Wolf
et al., 2020) on each corpus. For the classification,
the output from the transformer layers is pooled
and passed through a fully-connected dense layer
(768 units). We apply ReLU activation (Agarap,
2019) and a dropout of 0.5 and a consecutive clas-
sification layer using softmax activation and binary
cross-entropy loss for single-class classification
(for ISEAR, TALES, and emotions in ENVENT). For
the multi-class classification task (SSEC, APPREDDIT,
ENISEAR and appraisals in ENVENT), we apply a
sigmoid activation and categorical cross-entropy
loss instead. The learning rate is set to 5 × 10−5

across all experiments; the batch size is 16. We
train each classifier for a maximum of 5 epochs and
apply early stopping based on the validation accu-
racy (stops after two consecutive epochs without
improvement). As optimizer, AdamW (Loshchilov
and Hutter, 2019) is applied, weight decay is set
to 10−5. Results are averaged over three different
runs for each classification task.

Topic Modeling. BERTOPIC consists of a pipeline
of components for features representation, dimen-
sionality reduction, clustering and topic. We use a
pre-trained sentence embedding (all-MiniLM-L6-
v2, as implemented in Huggingface) for feature
extraction, Accelerated Hierarchical Density Clus-
tering (HDBSCAN; McInnes and Healy, 2017) as
a clustering method, Uniform Manifold Approx-
imation (UMAP; (McInnes et al., 2020)) for di-
mensionality reduction and tf-idf for retrieving the
topics within the clusters. Although HDBSCAN
does not require a pre-determined number of topics,
it can be tuned by setting hyperparameters for the
minimum cluster size and controlling the amount
of outliers allowed within a cluster. We adapt these
hyperparameters to each corpus individually, de-
pending on its size.

Word Removal. The list of topic words to be re-
moved in each corpus consists of the ten most rep-
resentative words of each topic within the dataset.
The most representative words, i.e., the top k
words per topic are determined by the probabil-
ity that BERTOPIC assigns to each word, i.e., the
word’s probability to be assigned a certain topic la-
bel. Therefore, k is a hyperparameter determining

# topics # masked topic words

ISEAR 10 100
SSEC 11 110
TALES 10 10
ENVENT 8 80
APPREDDIT 10 100
ENISEAR 13 130

Table 4: Number (#) of topics and the resulting number
of removed (i.e., masked) topic words.

the trade-off between general classification perfor-
mance and topic-influence: Increasing k increases
the potential impact of the de-biasing method (as
less topic-specific features are available to the clas-
sifier), but, at the same time, decreases the general
classification as less and less features are available
overall. Further, by choosing a higher k, more
words which are less representative for a given
topic are removed as well, thus introducing noise to
the experiment. Here, k is set to 10. Settingk = 3
or k = 5 were considered as well, but did not
show a considerable change in performance com-
pared to the non-mitigated baseline classifier (BL).
This hyperparameter choice is further supported by
the observation that the top k representative words
often comprise variations of the same word or con-
cept. For example, in ISEAR, the ten most represen-
tative words for the topic theft consist of “theft”,
“stealing”, “stole”, “thief”, “robbery”, “thieves”,
“stolen”, “borrowed”, “robbers” and “cash”. A
higher k thus covers a broader range of morpho-
logical (“stealing”, “stole”, “stolen” and “thief”,
“thieves”), as well as semantic (“theft”, “robbery”)
variation. The chosen topic words are not removed
from the input, but substituted with “. . . ”. The
number of masked topic words per corpus is sum-
marized in Table 4.

Gradient Reversal. The gradient reversal layer
(GRL) is implemented as described by Ganin et al.
(2015), with the purpose of reversing the gradi-
ent (by multiplying it with −λ) of the following
layer during backpropagation. Since the layer has
no trainable (nor non-trainable) weights associated
with it, the GRL has no effect during a forward
pass and acts as an identity transformation. For the
INTOPIC-GR and CROSSTOPIC-GR experiments con-
ducted here, the GRL is added into the standard
classifier architecture described above. The emo-
tion classifier is coupled with an additional topic
classification layer, equivalent to the single-class
emotion classification layer, with the task of pre-
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dicting the correct topic label ti,c for each instance.
The topic classifier is connected via the GRL to
the remaining layers of the network, i.e., the pre-
trained ROBERTA model as well as the single dense
layer. Since the gradient is reversed, all weights in
the shared layer associated with the topic prediction
task are decreased. A key factor in the implementa-
tion is the choice of λ as it regulates the impact of
the GRL. Again, choosing λ is a trade-off between
overall classification performance and de-biasing
potency. To determine an optimal value for λ, stan-
dard emotion (or appraisal classifiers) are trained
on each individual corpus for λ values of 0.1, 0.3,
0.5, 1 and 3. Across corpora, a significant decrease
in performance can be observed for any λ > 0.1.
Therefore, λ is set to 0.1 for all gradient reversal
experiments.

B Data

Besides for their widespread use, the corpora are
specifically selected for their variety in domain and
text style. As bias in general and topic bias in par-
ticular is closely related to the respective dataset’s
domain, annotation and sampling methods of a
dataset, the following overview puts emphasis on
these aspects. We provide a detailed description of
the datasets used in this investigation, emphasizing
on each dataset’s domain, annotation and sampling
method. General corpus statistics are further pro-
vided in Table 6.

B.1 Corpora

ISEAR. The ISEAR corpus (Scherer and Wallbott,
1994) consists of 7,665 sentences which were sam-
pled in an in-lab setting: Participants were pre-
sented with an emotion label and asked to report
an event that elicited that particular emotion in
them. Each event description is labeled with a sin-
gle emotion from a set of eight (Ekman’s basic
emotions plus shame and guilt). Since participants
were free to report any event that elicited one of the
given emotions, they were also free in their choice
of topic. However, since participants were asked
to report events specific to certain emotions, sam-
ple bias could have been introduced to the corpus
(under the assumption that there are prototypical
events for certain emotions).

ENISEAR. The corpus consist of 1001 event
descriptions that were originally compiled by
(Troiano et al., 2019) as a complement to ISEAR.
The event descriptions were sampled analogous to

ISEAR, but in a crowd-sourcing setup (annotated for
joy, sadness, anger, fear, disgust, shame and guilt).
Here, ENISEAR also refers to the appraisal annota-
tions which were added to the corpus by Hofmann
et al. (2020): Attention, certainty, effort, pleasant-
ness, responsibility and control. These additional
annotations were provided by expert annotators.

SSEC. The Stance Sentiment Emotion Corpus
(Schuff et al., 2017) consists of 4,868 Twitter
posts. The original data stems from Mohammad
et al. (2016) which Schuff et al. (2017) re-annotate
for Plutchik’s eight basic emotions. The anno-
tations are conducted by trained expert annota-
tors. Since the original dataset by Mohammad
et al. (2016) was developed for stance detection,
the instances were sampled using keywords (i.e.,
hashtags) that contain a particular stance in favor
(e.g., “#Hillary4President”) or against an entity
(“#HillNo”). This type of keyword-based data sam-
pling has been found to exhibit topic bias in related
studies, e.g., on datasets of abusive language (Wie-
gand et al., 2019).

TALES. The TALES corpus (Alm et al., 2005) fea-
tures 15,302 sentences from different fairytales.
Sentences are labeled by experts with one of Ek-
man’s basic emotions (surprise is split into nega-
tive and positive surprise). Emotions are annotated
from the perspective of the respective character.

CROWD-ENVENT. Analogous to ENISEAR, the
CROWD-ENVENT corpus (Troiano et al., 2023) con-
sists of 6600 crowd-sourced, self-reported event
descriptions. Each description is annotated for 21
appraisal dimensions4, each rated on a scale be-
tween 1 and 5, as well as for emotions (Ekman’s 6
basic emotions, plus shame, pride, boredom, relief,
trust, shame, guilt and no emotion). Participants
were free in their choice of topic, but the priming
with an emotion label might influence the topic
distribution (see ISEAR). In order to avoid oversam-
pling descriptions of prototypical events, Troiano
et al. apply a diversification method to foster more
diverse event descriptions. The corpus additionally
features crowd-sourced re-annotations of the event
descriptions to investigate differences between the

4Suddenness, familiarity, event predictability, pleasantness,
unpleasantness, goal relevance, own responsibility, others’ re-
sponsibility, situational responsibility, anticipation of conse-
quences, goal support, urgency, own control, others’ control,
situational control, acceptance of consequences, clash with
internal standards and ideals, violation of (external) norms
and laws, not consider, attention, effort.
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Corpus Size Annotation Domain Class. Setting

ISEAR 7666 joy, sadness, anger, fear, disgust, shame, guilt event descr. single
SSEC 4870 Plutchik tweets multi
TALES 10339 Ekman + no emotion fairy tales single
CROWD-ENVENT 6600 Ekman + shame, pride, bored., rel., trust, guilt, no event descr. single

21 appraisal dimensions multi
APPREDDIT 780 unexp., consist., cert., cntrl., resp. reddit posts multi
ENISEAR 1001 joy, sadness, anger, fear, disgust, shame, guilt event descr. single

attent., cntrl., circum., resp., pleasant., effrt., cert. multi

Table 5: Corpus overview. Emotion/appraisal statistics for ENVENT/ENISEAR are reported separately.

reader’s and writer’s assessment of emotions and
appraisals. However, these are not used here.

APPREDDIT. The APPREDDIT corpus (Stranisci et al.,
2022) is annotated with appraisal dimensions. It
comprises 780 reddit posts, where each posts con-
tains at least one event description (1,091 events
overall). The five appraisal labels (certainty, con-
sistency, control, unexpectedness, responsibility)
are based on (Roseman, 1991) and annotated by
experts. The posts are sampled exclusively from a
limited set of subreddits, mostly connotated with
negative sentiment (Anger, offmychest, helpme-
cope anxiety, i.a.). This sampling procedure might
introduce bias to the dataset.

B.2 Aggregated Annotation Scheme

As depicted above, the corpora differ in their an-
notation schemes. In order to provide a more com-
parable analysis, the individual annotations are
mapped onto an inter-corpora annotation scheme.
For emotions, anger, disgust, fear, joy, sadness,
shame, surprise, no emotion and other are consid-
ered. This subset of emotion labels is based on
basic emotions (Ekman, 1999). Beyond Ekman’s
six emotions, the list accounts for other labels that
frequently occur (see Table 6 for an overview). The
same procedure is applied to appraisal labels. How-
ever, approaches to appraisal classification are even
more diverse in annotation than emotion datasets.
To account for this variation, the inter-corpora la-
belset consists of 11 appraisal dimensions (sudden-
ness, pleasantness, self control, chance control, self
responsibility, other responsibility, goal support,
predict consequences, attention, effort), however,
only a subset of six labels is shared across two of
the three corpora annotated with appraisals, while
only two labels can be mapped to all three corpora
(summarized in Table 7).

C Other Emotion–Topic Relations

Figures 7 and 8 show the results for topic–emotion
associations for the TALES and the SSEC corpora,
analogously to the other resources in Section 4.
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Figure 7: Normalized pointwise mutual information
between topics and emotion annotations in TALES.
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Figure 8: Normalized pointwise mutual information
between topics and emotion annotations in SSEC.
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Corpus A D F J Sa Sh Su No O

ENVENT 550 550 550 550 550 550* 550 550 2,200*

ISEAR 1,096 1,096 1,095 1,094 1,096 2,189* − − −
ENISEAR 143 143 143 143 143 286* − − −
SSEC 1388 440 274 815 414 − 177 1552 1077*

TALES 302 40 251 579 340 − 144 8,683 −

Table 6: Number of instances of each emotion class (after mapping; the asterisk (*) indicates that this class
includes mapped labels, i.e., combining multiple classes into one aggregated, but not simple one-to-one mapping of
equivalent labels (happiness → joy).
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ENVENT 4125 2261 3128 2142 1514 2597 3396 2841 2281 3210 6527*
ENISEAR 673 149 − 228 240 377 − 761 − 400 −

Table 7: Number of instances of each appraisal class (after mapping; the asterisk (*) indicates that this class
includes mapped labels, either by simple one-to-one mapping (happiness → joy), or by combining multiple classes
into one aggregated).
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Abstract

Data for the Rating Prediction (RP) sentiment
analysis task such as star reviews are readily
available. However, data for aspect-category
detection (ACD) and aspect-category sentiment
analysis (ACSA) is often desired because of the
fine-grained nature but are expensive to collect.
In this work, we propose Unified Sentiment
Analysis (Uni-SA) to understand aspect and
review sentiment in a unified manner. Specifi-
cally, we propose a Distantly Supervised Pyra-
mid Network (DSPN) to efficiently perform
ACD, ACSA, and RP using only RP labels for
training. We evaluate DSPN on multi-aspect
review datasets in English and Chinese and find
that in addition to the internal efficiency of sam-
ple size, DSPN also performs comparably well
to a variety of benchmark models. We also
demonstrate the interpretability of DSPN’s out-
puts on reviews to show the pyramid structure
inherent in unified sentiment analysis.

1 Introduction

Consumers generate online reviews for millions
of products and services in various contexts, in-
cluding hotels, restaurants, products, and schools,
on platforms such as Yelp, Amazon, and Tripad-
visor. Firms can use online review data to bet-
ter understand consumer behavior and build pre-
dictive models for their businesses (Zhang et al.,
2023). Sentiment analysis of an entire document is
a widely-used method for understanding unstruc-
tured consumer reviews at a high level (Liu and
Zhang, 2012). In addition, fine-grained analysis of
user generated content can detect aspects in doc-
uments (e.g., food quality and price in restaurant
reviews). These aspects can be classified according
to their sentiment (Schouten and Frasincar, 2015).

A holistic view of sentiment analysis includes
three tasks: identifying aspects in the document
(Aspect-Category Detection, ACD), classifying as-
pect sentiment (Aspect-Category Sentiment Analy-

Figure 1: An overview of Unified Sentiment Analysis
(Uni-SA). While ACD, ACSA, and RP can be performed
individually, by leveraging the implicit pyramid struc-
ture of reviews, we can efficiently perform all three tasks
with only RP labels.

sis, ACSA), and classifying the overall sentiment
of the document (Rating Prediction, RP).

For example, consider the review displayed in
Figure 1: “The food is great but the waitress was
not friendly at all.” Sentiment analysis models
can first identify the aspects mentioned in this re-
view via ACD (Food, Service), then predict their
corresponding sentiment polarities with ACSA
(Food:Positive, Service:Negative). Finally, an RP
model will predict the star rating that a user would
give for the review (two stars). With these methods,
businesses can use both fine-grained and coarse-
grained sentiment information to identify customer
pain points and improve service quality.

Typically, NLP models consider ACD, ACSA,
and RP independently. In some cases, ACD and
ACSA are learned by a single model (e.g., Schmitt
et al., 2018; Liu et al., 2021), but these two tasks
are rarely connected to RP (Chebolu et al., 2023).
However, star rating labels for RP are usually
cheaper and easier to obtain than ACSA labels
due to widespread availability of user-generated
review text and stars online (Li et al., 2020a). More
importantly, they can be considered a “coarse-
grained synthesis” of ratings across aspects in the
review (Bu et al., 2021). For example, if a user
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states that the food is good, but the service qual-
ity is unacceptable, they will consider these two
aspects together when giving an overall two-star rat-
ing (Figure 1), which implies that the aspect-level
polarities inform the overall review of two stars
(out of a possible five). This relationship provides
an opportunity to unify the multiple tasks. Specif-
ically in this work, we hypothesize that review-
level star rating labels represent an aggregation of
aspect-level sentiments, which themselves can be
aggregated from word-level sentiments (Li et al.,
2020c). To efficiently model this structure as a
pyramid structure, we propose a Distantly Super-
vised Pyramid Network (DSPN) that requires only
RP labels as signal to unify the three tasks of ACD,
ACSA, and RP. We call this unified sentiment task
Unified Sentiment Analysis (Uni-SA).

Contributions In this work, we make the follow-
ing contributions:

• We introduce Unified Sentiment Analysis as
a unified task of three key sentiment analysis
tasks, specifically ACD, ACSA, and RP,

• We propose Distantly Supervised Pyramid
Network (DSPN), a novel model for unified
sentiment analysis. DSPN shows significant
efficiency on training sample size with only
RP labels as training input.

• We propose a novel aspect-attention mecha-
nism for ACD to inform ACSA and capture
the pyramid sentiment structure,

• We validate DSPN through experimental re-
sults on Chinese and English multi-aspect
datasets and demonstrate the effectiveness and
efficiency of DSPN.1

2 Unified Sentiment Analysis

Before describing our model, we first define our no-
tation and present the unifying framework of Uni-
SA. We borrow notation from the prior work where
possible and introduce new notation as needed
for consistency across tasks (Pontiki et al., 2016).
For reference, we have included a comprehen-
sive notation table in the appendices (Appendix
A). Our corpus is a collection of reviews R =
{R1, R2, . . . , R|R|}. Each review Ri consists of
a sequence of word tokens (hereafter “words”):
Ri = {t(1)i , t

(2)
i , . . . , t

(n)
i }.

1Code available at https://github.com/nd-ball/DSPN

2.1 Aspect-Category Detection

In the ACD task, there are N predefined as-
pect categories (hereafter “aspects”): A =
{A1, A2, . . . , AN}. The set of aspects present in
Ri is defined as: ARi = {A(1)

Ri
, A

(2)
Ri

, . . . , A
(K)
Ri

},
where K ≤ N . To train unsupervised ACD models,
the required training data is simply R.

2.2 Aspect-Category Sentiment Analysis

For a given review Ri and one of its aspects
A

(j)
Ri

, the goal of ACSA is to predict the po-
larity of the aspect: ŷ

A
(j)
Ri

. Aspect polarity is

typically binary (positive or negative) or cate-
gorical (with a third option of neutral). Super-
vised ACSA models require review-aspect-polarity
triples: {Ri, (A

(j)
Ri

, y
A

(j)
Ri

)Kj=1}
|R|
i=1. In the case of

multi-aspect ACSA, there are multiple aspects
present in each review, and therefore ACSA re-
quires K × |R| labels, a factor of K larger than in
RP.

2.3 Rating Prediction

Given a review Ri, RP aims to predict the star
rating ŷRi . Supervised RP models requires review-
sentiment tuples: {(Ri, yRi)}

|R|
i=1

2.4 Model Running

Typically ACD, ACSA, and RP are considered stan-
dalone tasks. Here we propose a unified approach,
where with training data of only RP labels, a model
can output present aspects (ACD), the sentiment
of those aspects (ACSA), and an overall document-
level sentiment score (RP). This approach uses
training labels from a single task to efficiently learn
multiple distinct sentiment analysis tasks.

More specifically, for a model M , the train-
ing data required is the same as the RP task:
{(Ri, yRi)}

|R|
i=1. At run-time, the model provides

three outputs for a new review Ri: (1) The pre-
dicted aspects present in the review (ÂRi), (2)
the sentiment polarity of each identified aspect
(ŷA

R
(j)
i

∀A
R

(j)
i

∈ ÂRi), and (3) the overall senti-

ment prediction for the review (ŷRi).

3 Distantly Supervised Pyramid Network

In this section, we describe DSPN for Uni-SA. The
overall model architecture is illustrated in Figure 2.
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Figure 2: Overall architecture of DSPN. Aspect embed-
ding matrix T is used to calculate the distance between
words and aspects, which is regarded as the word-level
attention weights for each aspect. Aspect importance
pi is learned by Module 1 and is used as the attention
weights of aspects.

3.1 Module 1: Aspect-Category Detection

For the ACD task, we utilize an autoencoder-
style network (He et al., 2017). For a re-
view Ri, the input sequence Xi is constructed
as {[CLS], t

(1)
i , t

(2)
i , . . . , t

(n)
i , [SEP ]}. We use

BERT (Devlin et al., 2019) to generate embeddings
for each example, zi.

To generate aspect embeddings, we first set the
aspect and keyword map dictionary for each aspect.
Then for each aspect, we use BERT to encode the
sentence composed of key words related to the
aspect and obtain its output as the initial embedding
of the aspect. In this way, we initialize the aspect
embedding matrix T. 2 Lastly, Module 1 performs
sentence reconstruction at the aspect-level through
a linear layer:

zi = BERT(Xi) (1)

pi = softmax(W1 · zi + b1) (2)

ri = T⊤·pi (3)

2There are N predefined aspects in ACD task, and many
prior works have identified the representative words for each
one of them (Bu et al., 2021; Wang et al., 2010). For example,
“staff”, “customer”, and “friendly” can be the representative
words for "Service" aspect. Based on this, we proposed to
firstly construct a sentence that contains top representative
words, then use the embedding of this sentence as the initial
embedding for the aspect.

where ri is the reconstructed sentence embed-
ding and pi is the aspect importance vector.

The loss function for Module 1 is defined as a
hinge loss to maximize the inner product between
the input sentence embedding and its reconstruc-
tion while minimizing the inner product between
the input sentence embedding and randomly sam-
pled negative examples:

L(θACD) =
∑

Ri∈R

m∑

j=1

ϕRi,j + λACDU(θ) (4)

ϕRi,j = max(0, 1− rizi + rinj) (5)

where ni represents each negative sample, and
U(θ) represents the regularization term to encour-
age unique aspect embeddings (He et al., 2017).

The aspect embedding matrix T and aspect im-
portance vector pi are inputs for attention calcula-
tion in DSPN’s pyramid network (Module 2).

3.2 Module 2: Pyramid Sentiment Analysis

Module 2 is based on the intuition that the senti-
ment of a review is an aggregation of the sentiments
of the aspects contained in the review (Bu et al.,
2021). In addition, the sentiment of an aspect is an
aggregation of the sentiments of the words indicat-
ing that aspect, forming a three-layer structure. We
propose using a pyramid network to capture this
structure, and we can use easy-to-obtain RP ratings
as training labels.

3.2.1 Word Sentiment Prediction Layer

We use the hidden vector of each word output by
BERT to obtain word representations, where h

(j)
i

is the representation of the j-th word. We use two
fully connected layers to produce a word-level sen-
timent prediction vector:

w
(j)
i = W3 ·ReLU(W2 · h(j)

i + b2) + b3 (6)

3.2.2 ACSA with Aspect Attention

We can calculate the similarity of words and as-
pects using the word representations and the aspect
embedding matrix T output by Module 1. This
similarity will be treated as the attention weights of
words for the aspect. When predicting aspect-level
sentiment, for the k-th aspect, the sentiment Sk

a is
computed as:
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Dataset Language MA MAS Split Reviews Overall Sentiment Aspect Sentiments
Pos. Neu. Neg. Pos. Neu. Neg.

TripDMS English 100% 100%
Train 23,515 8,998 5,055 9,462 64,984 34,200 43,391
Val 2,939 1,161 613 1,165 8,174 4,245 5,349
Test 2,939 1,079 647 1,213 8,002 4,355 5,437

ASAP Chinese 95.97% 63.85%
Train 36,850 29,132 5,241 2,477 77,507 27,329 17,299
Val 4,940 3,839 784 317 10,367 3,772 2,373
Test 4,940 3,885 717 338 10,144 3,729 2,403

Table 1: Statistics of the datasets. MA is the percentage of multi-aspect instances in the dataset and MAS is the
percentage of multi-aspect multi-sentiment instances.

d
(j)
k = T⊤

k · h(j)
i (7)

a
(j)
k =

exp(d
(j)
k )

∑n
m=1 exp(d

(m)
k )

(8)

Sk
a =softmax(

n∑

j=1

w
(j)
i a

(j)
k ) (9)

3.2.3 Review Prediction
Review-level sentiment Sr is computed by:

Sr = softmax(Sa · pi) (10)

Here pi is the aspect importance vector output by
Module 1 (§3.1), which is regarded as the attention
weights of aspects in a review. Sa is the matrix
concatenation of aspect-level sentiments across the
K aspects in the review.

3.3 Loss
For the RP task, as each prediction is a 3-class
classification problem, the loss function is defined
by the categorical cross-entropy between the true
label and the model output:

L(θRP) = −
∑

i

Sgold · log(Sr) (11)

We jointly train DSPN for RP and ACD by min-
imizing the combined loss function:

L(θ) = λL(θACD) + L(θRP) (12)

where λ is the weight of ACD loss. Although no
direct supervision is required for ACSA, due to the
construction of DSPN, the model inherently learns
aspect sentiment predictions.

4 Experiments

4.1 Datasets
To validate DSPN’s contribution as an efficient and
effective model for unified sentiment analysis, we

experiment with two datasets. Statistics of the two
datasets are given in Table 1. While DSPN can
learn ACD, ACSA, and RP with only RP labels,
we require datasets for our benchmarking that have
ACD, ACSA, and RP labels.3

ASAP ASAP is a Chinese-language restaurant
review dataset from a leading e-commerce platform
in China (Bu et al., 2021). ASAP includes RP la-
bels and ACSA labels. RP labels are categorical on
a 5-star scale. ACSA labels are categorical (posi-
tive, negative, neutral) for each aspect#attribute 4

identified in the review text (Pontiki et al., 2016).
For ACSA we aggregate sentiment at the entity
level for a total of five aspects: {Food, Price, Loca-
tion, Service, Ambience} by majority vote.

TripDMS TripDMS is an English-language hotel
review dataset from Tripadvisor.com (Wang et al.,
2010; Yin et al., 2017). TripDMS RP labels are cat-
egorical on a 5-star scale. ACSA labels are categor-
ical (positive, negative, neutral) for seven aspects:
{Value, Room, Location, Cleanliness, Check-in,
Service, Business}.

4.2 Evaluation

DSPN’s main contribution is accurate and efficient
unified sentiment analysis via distant supervision.
We therefore compare DSPN to existing ACD,
ACSA, and RP models.

4.2.1 Aspect-Category Detection
In the ACD task, we compare DSPN with fully
unsupervised ABAE (He et al., 2017). To more
fairly compare with the prior work, we replace the
underlying encoder of ABAE with a BERT encoder
and update the aspect embedding matrix T initial-
ization accordingly. We call this ABAE-BERT and

3To the best of our knowledge, these datasets are the only
ones with RP and ACSA labels for us to evaluate performance.

4ASAP defines 5 aspects and 18 attributes.
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Efficiency Performance
Parameters Labels Training Time ACD ACSA RP
(MM) (thousands) (minutes) (F1) (Acc) (Acc)

TripDMS ABAE-BERT (ACD) 91.2 0 40 92.3
AC-MIMML-BERT (ACSA) 105 164.6 55 64.3
BERT-ITPT-FiT (RP) 82.7 23.5 102 72.4
Pipeline 278.9 188.1 197 92.3 64.3 72.4
DSPN 102.9 23.5 95 92.7 53.2 72.5

Delta -63.1 -87.5 -51.8 0.43 -17.3 0.14

ASAP ABAE-BERT (ACD) 97.5 0 42 80.1
AC-MIMML-BERT (ACSA) 107.2 184.3 55 77.2
BERT-ITPT-FiT (RP) 91 36.9 110 80.3
Pipeline 295.7 221.1 207 80.1 77.2 80.3
DSPN 111 36.9 88 79.4 65.4 81.3

Delta -62.5 -83.3 -57.5 -0.87 -15.3 1.3

Table 2: Comparison between DSPN and a high-performance pipeline approach to unified sentiment analysis.

Efficiency Performance
Parameters Labels Training Time ACD ACSA RP
(MM) (thousands) (minutes) (F1) (Acc) (Acc)

TripDMS ABAE 3.1 0 15 91.2
GCAE 4.2 164.6 5 55.1
BERT-Feat 80.2 23.5 35 71.4
Pipeline 87.5 188.1 55 91.2 55.1 71.4
DSPN 102.9 23.5 95 92.7 53.2 72.5

Delta 17.60 -87.50 72.73 1.64 -3.45 1.54

ASAP ABAE 3.1 0 15 79.4
GCAE 4.4 184.3 6 70.3
BERT-Feat 80.8 36.9 42 79.2
Pipeline 88.3 221.1 63 79.4 70.3 79.2
DSPN 111 36.9 88 79.4 65.4 81.3

Delta 25.71 -83.33 39.68 0.00 -6.97 2.65

Table 3: Comparison between DSPN and a high-efficiency pipeline approach to unified sentiment analysis.

report its performance.5 In the experiment, we fol-
low previous work (Ruder et al., 2016; Ghadery
et al., 2019) and use thresholding to assign aspects
whose probability exceeds a given threshold to the
corresponding review. We choose the threshold
that produces the best performance (1e−4) in our
experiment. We evaluate ACD using F1 score to
determine the quality of the identified aspects (He
et al., 2017).

4.2.2 Aspect-Category Sentiment Analysis
For ACSA, we use several strong supervised
ACSA models. Our benchmark models include
non-BERT models: GCAE (Xue and Li, 2018),
End2end-LSTM/CNN (Schmitt et al., 2018), and
AC-MIMLLN (Li et al., 2020c) as well as BERT-
based models: AC-MIMLLN-BERT (Li et al.,

5In ABAE-BERT, we don’t need to manually define the
meaning of aspect by looking at the nearest K words in the
embedding space.

2020c) and ACSA-Generation (Liu et al., 2021).
We use accuracy to evaluate ACSA (Li et al.,
2020b).

4.2.3 Rating Prediction
The RP task a text classification task. Therefore,
we compare DSPN with several BERT fine tuning
strategies (Sun et al., 2019): BERT-Feat, BERT-FiT,
and BERT-ITPT-FiT. Consistent with prior work
(e.g., Aly and Atiya, 2013; Mudinas et al., 2012),
we convert the 5-star RP rating into three classes
(Negative, Neural, and Positive). To evaluate RP
models, we use accuracy.

4.2.4 Implementation details
We implement models in PyTorch. The batch sizes
are set to 32 for all models. Non-BERT models
are optimized by the Adam optimizer, while BERT
models use BERTAdam optimizer. We set the learn-
ing rate as 5e-5, and use early stopping with a pa-
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tience of 3 during training. We set the negative
samples as 5 due to GPU constraints. We report
results averaged over five runs.

5 Results

5.1 Overall Performance
To compare DSPN to the existing models, we com-
pare DSPN with a pipeline approach. We create
two pipelines: a high performance pipeline where
we use the best performing model for each task in
the pipeline, and a high efficiency model, where we
use the most efficient benchmark model in terms
of parameters in our pipeline.

Tables 2 and 3 presents the results of our com-
prehensive benchmarking. We first note that DSPN
is the only model capable of performing all three
tasks. What’s more, DSPN is able to perform
all three tasks with only supervision for the RP
task. For RP, DSPN outperforms all of our bench-
mark models. On TripDMS, DSPN demonstrates
stronger F1 score in ACD task than ABAE. On both
datasets, our proposed ABAE-BERT outperforms
original ABAE, demonstrating that incorporating
large language models leads to higher quality as-
pects.

DSPN’s performance on ACSA is lower than
the supervised benchmarks. This is to be ex-
pected as DSPN’s only supervision is RP labels.
From an efficiency point of view, ACSA models re-
quire 164,605 labels on TripDMS to learn one task
(ACSA), while DSPN only requires 23,515 labels
(86% fewer) to learn three tasks. Based on an 86%
size gap, DSPN performance is 17% lower than the
best-performing supervised model for ACSA. Sim-
ilarly for ASAP, based on an 80% size gap, DSPN
performance is 15% lower than the best-performing
supervised model for ACSA. In fact, DSPN outper-
forms the fully-supervised End2end-CNN baseline
model.

Our single-task benchmarks serve to set the
"upper-bound" of performance for the task when
given a fully labeled dataset. However, if for a
given dataset, only RP labels exist, then DSPN is
the only method for learning all three tasks.

Considering that DSPN does not use any aspect-
level labels, that the effectiveness of DSPN is com-
parable to supervised models on the ACSA task is
a strong empirical validation of the unified senti-
ment analysis framework in general and the DSPN
architecture in particular. 6

6Results for all benchmarking models are presented in the

Model Rest-14 Rest-15 Rest-16 MAMS

ACSA-G 78.43 71.91 73.76 70.30
JASen 26.62 19.44 23.23 14.74
AX-MABSA 49.68 42.74 36.47 29.74
DSPN 30.01 18.23 24.01 12.79

Table 4: ACSA results on datasets with no RP la-
bels. Benchmark results are from (Kamila et al., 2022).
ACSA-G is supervised, JASen and AX-MABSA are
weakly supervised, and DSPN is distantly supervised.

5.2 DSPN on No-rating Datasets

We have shown DSPN’s effectiveness using two
datasets that include both review-level star rating
labels (for RP) and aspect-level sentiment anno-
tations (for ACSA). However, a large number of
current ACSA datasets do not contain rating data
(RP), such as Rest-14 (Pontiki et al., 2014), Rest-
15 (Pontiki et al., 2015), Rest-16 (Pontiki et al.,
2016) and MAMS (Jiang et al., 2019). In order
to enable DSPN to run on such datasets, we use
the aggregate value of aspect ratings as the train-
ing labels instead of the star rating labels given
by users. What’s more, we can also evaluate our
distant supervision model against existing weakly
supervised ACSA models.

Table 4 shows that DSPN performs comparably
to the JASen (Huang et al., 2020) model, which
uses a small number of keywords for each aspect-
polarity pair as supervision. This result indicates
that RP is not simply an average over ACSA labels,
and that the RP labels used by DSPN provide a
strong signal.

Moreover, we conduct a simple additional exper-
iment. In the experiment, we utilize several unsu-
pervised sentiment analysis tools (VADER (Hutto
and Gilbert, 2014), TextBlob (Loria, 2018), and
Zero-shot text classification (Yin et al., 2019)) to
directly generate sentiment labels, which will re-
place the star rating labels given by users for train-
ing. We name the version of DSPN as UPN (U
for unsupervised), and here we report the ACSA
results of DSPN and UPN on TripDMS (Table 5).

5.3 Quality Analysis

5.3.1 Case Study
In order to visualize and analyze DSPN’s perfor-
mance, we first take two reviews from TripDMS
as examples (Figure 3a). For each example, the
trained DSPN model takes the review text as in-

Appendix for completeness.
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(a)

(b)

Figure 3: Case studies of correct predictions (3a) and incorrect predictions (3b). True RP and ACSA labels are
outside of the pyramid, DSPN’s predictions are within the pyramid. For space, we show a portion of the review.

Model Label Source Performance

DSPN Star ratings 0.532
UPN TextBlob 0.502
UPN VADER 0.511
UPN Zero-shot 0.533

Table 5: DSPN results compared to a fully unsupervised
pyramid network (UPN).

put, and first outputs word-level sentiment predic-
tions. Then, DSPN (i) identifies aspect keywords
via word attention calculation; (ii) obtains the as-
pect importance; (iii) calculates aspect-level sen-
timent through the sentiments of their key words,
and lastly (iv) combines aspect sentiment with as-
pect importance to predict the final review-level
sentiment (“Overall” in Figure 3).

For case 1 in Figure 3a, DSPN correctly labels
the review as positive, and also correctly identifies
and labels the Service, Value, Room, and Cleanli-
ness aspects with no aspect-level annotations. For
case 2, DSPN gives correct predictions on word-,

aspect-, and review-level sentiments.

5.3.2 Error Analysis

To exemplify errors in DSPN, we examine two
examples of error cases from TripDMS in Figure
3b. We find that DSPN is sometimes influenced
by extreme star rating labels. For example, for
case 1 in Figure 3b, DSPN gives correct word-level
sentiments, but tends to give positive prediction at
aspect level due to the overall 5-star rating. Simi-
larly for case 2, DSPN gives negative predictions
on all three levels due to 1-star rating. This is to be
expected as DSPN’s only supervision is star rating
labels.

6 Related Work

Sentiment analysis is a widely-studied area of NLP
across ACD, ACSA, and RP. Several recent reviews
provide comprehensive overviews of the state of the
field (Liu and Zhang, 2012; Schouten and Frasincar,
2015). Below we describe the most relevant work.
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6.1 Aspect-Category Detection

Extant ACD methods are either rule-based, super-
vised, or unsupervised. Rule-based methods (e.g.,
Hai et al., 2011; Schouten et al., 2014) heavily de-
pend on manually defined rules and domain knowl-
edge. Supervised methods (e.g., Toh and Su, 2016;
Xue et al., 2017) require that each review is labeled
with a subset of the predefined aspect categories.
Unsupervised models (e.g., Titov and McDonald,
2008; Brody and Elhadad, 2010; Zhao et al., 2010)
typically extract aspects by implicitly finding word
co-occurrence patterns in the corpus. The ABAE
model (He et al., 2017) uses an autoencoder-style
network to extract aspects in a fully unsupervised
manner, and is the foundation of our Module 1. Re-
cently, Tulkens and van Cranenburgh (2020) pro-
posed a simple aspect detection model that utilize
a POS tagger and word embeddings, with a con-
trastive attention mechanism that outperforms more
complex models. In our work, we utilize a novel
aspect-attention mechanism to use ACD model out-
puts as part of the ACSA task.

6.2 Aspect-Category Sentiment Analysis

Most ACSA methods in the literature are super-
vised (Schouten and Frasincar, 2015; Li et al.,
2020c; Liu et al., 2021) and require costly and time-
consuming data annotation at the aspect level. Un-
supervised LDA-based ACSA models (e.g., Zhao
et al., 2010; Xu et al., 2012; García-Pablos et al.,
2018) often rely on external resources such as part-
of-speech tagging and sentiment word lexicons.
These LDA-based models can suffer from a topic
resembling problem (Huang et al., 2020). To ad-
dress this, Huang et al. (2020) proposed a weakly-
supervised approach that can learn a joint aspect-
sentiment topic embedding. However, this method
can only be applied to documents with a single
annotated aspect, which degenerates the task to
RP. Recently, Kamila et al. (2022) proposed an
exteremely weakly supervised ACSA model, AX-
MABSA, which gives a strong performance on
ACSA without using any labelled data. However,
the model relies on a single word for each class,
making it difficult to select a representative word
for the “neutral” class. In this work, we propose a
distantly supervised pyramid network to efficiently
perform ACSA task with only star rating labels.

6.3 Rating Prediction
RP is modeled as a multi-class classification task,
and is well-studied (e.g., Ganu et al., 2009; Li
et al., 2011; Liu and Zhang, 2012; Chen et al.,
2018). There is also a significant body of literature
on semi-supervised and unsupervised approaches
to RP (Pugoy and Kao, 2021; Yao et al., 2017;
Boteanu and Chernova, 2013).

6.4 Multi-Task Sentiment Analysis
There has been work in jointly learning ACSA and
RP (Bu et al., 2021), leveraging RP information
for ACSA (Yin et al., 2017; Li et al., 2018; He
et al., 2018), and leveraging ACSA information for
RP (Cheng et al., 2018; Wu et al., 2019). Prior work
on document-level multi-aspect sentiment classifi-
cation predicted user’s ratings on different aspects
of products or services (Yin et al., 2017; Li et al.,
2018). By adding user information and star rat-
ing labels, the methods give strong performances.
In each of these cases, the extra information aug-
ments the task labels, improving performance at
the cost of efficiency. Other works (Bu et al., 2021;
Fei et al., 2022) have done ACD and ACSA via
joint learning; these methods require costly and
time-consuming aspect-level data annotation, hin-
dering efficiency. Schmitt et al. (2018) proposed
joint learning models to simultaneously perform
ACD and ACSA in an end-to-end manner. To the
best of our knowledge, this is the first work to learn
all three tasks simultaneously using a single task
source for supervision.

7 Conclusion

In this paper, we introduce unified sentiment anal-
ysis to connect three important sentiment analysis
tasks. To perform the task, we propose a Distantly
Supervised Pyramid Network (DSPN) that shows
significant efficiency advantage by only using star
rating labels for training. Experiments conducted
on two multi-aspect datasets demonstrate the good
performance of DSPN on RP and ACD as well as
the effectiveness with only RP labels as supervi-
sion.

DSPN’s performance demonstrates the validity
of considering sentiment analysis holistically and
this empirical evidence shows that it is possible to
use signal from a single task (RP) to efficiently and
effectively learn three tasks. We hope this work
spurs research on leveraging one label source for
efficient learning for multiple tasks.
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8 Limitations

There are several limitations to this work that shed
light on promising avenues for future research.

Aspect and Review Sentiment Mismatch
DSPN uses star rating labels for training. How-
ever, the user rating may not be consistent with the
overall sentiment of the review text, thus generating
the noise of distant labels. This is because the user
may not have written all the aspects in the review,
or the user’s sentiment is heavily dominated by a
certain aspect. It is not obvious how to model this
within DSPN. While attention should address this
to an extent, future work could consider methods
from label noise research.

Evaluation Data Availability Another limitation
has to do with data availability. There are a number
of ACSA and RP datasets separately in the litera-
ture. However, it is very rare that datasets support
unified sentiment analysis, i.e. they include both
aspect-level sentiments and review-level star rating
labels. Therefore, we were restricted to TripDMS
and ASAP as the only two datasets available for
our main evaluation. However, we feel that by
demonstrating the capability of DSPN on one En-
glish dataset and one Chinese dataset helps demon-
strate the generalization capability of the model.
We encourage future work on the creation of more
datasets with both ACSA and RP labels to drive
further research in unified sentiment analysis.

Unsupervised ACD A final limitation concerns
ACD. We compare to ABAE as our ACD module is
unsupervised. However, there are supervised ACD
methods in the literature, including some that do
ACD and ACSA jointly. Future work can investi-
gate injecting further supervision into the unified
sentiment analysis task for ACD and/or ACSA.

9 Ethics Statement

The authors state that this research was conducted
in accordance with the ACL Code of Ethics. We
note that our experiments are on two controlled
datasets and do not provide any guarantees of ef-
fectiveness or performance on out-of-domain data.
In addition, although we experiment with English
and Chineses languages, we cannot make claims as
to how our research performs on other languages,
including low-resource languages.
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A Notation

For clarity and consistency, we provide a comprehensive description of the notation we use in this article
(Table 6).

Variable Description Dimension

dw Embedding dimension R768

R Reviews in our dataset -
Ri i-th review consisted of a sequence of word tokens Rn×dw

n Number of word tokens in Ri R100

t
(j)
i j-th word in Ri R1×dw

A Predefined aspect categories RN

ARi The set of aspects present in Ri RK(K ≤ N)

A
(j)
Ri

j-th aspect in ARi R1×dw

y
A

(j)
Ri

Sentiment polarity of A(j)
Ri

R3

yRi Star rating of Ri R3

M Model -
ÂRi Prediction of ARi -
ŷ
A

(j)
Ri

Prediction of y
A

(j)
Ri

R3

ŷRi Prediction of yRi R3

Xi Input sequence Rn×dw

zi Sentence embedding of Xi (pooler_output of BERT) Rn×dw

T Aspect embedding matrix RN×dw

Tk Embedding of k-th aspect R1×dw

ri Reconstructed sentence embedding R1×dw

pi Weight vectors of K aspect embeddings (aspect importance) RN×dw

L(θACD) Loss function of ACD task (Module 1) -
λACD Weight of regularization term -
U(θ) Regularization term -
nj Each negative sample R1×dw

h
(j)
i hidden state of j-th word (last_hidden_state of BERT) R1×dw

w
(j)
i Sentiment prediction vector of j-th word R1×dw×3

d
(j)
k Distance between j-th word and k-th aspect -

a
(j)
k Attention weight of j-th word towards k-th aspect -

Sk
a Prediction of aspect-level sentiment RN×3

Sr Prediction of review-level sentiment R3

Sa Matrix concatenation of Sk
a RK×3

Sgold True review-level sentiment (star rating labels) R3

L(θRP ) Loss function of RP task (Module 2) -
λ Weight of L(θACD) -
L(θ) Overall loss function -

Table 6: Description of variables in our formulation.
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B Additional Error Analyses

For a more comprehensive analysis, we look into
the DSPN errors in more detail. Due to the imbal-
anced label distribution in the original data (Table
1), DSPN tends to predict more extreme sentiment
polarities (positive or negative) on TripDMS, and
tends to predict positive sentiments on ASAP. The
confusion matrices for aspect-level sentiments pre-
dicted by DSPN are consistent with the distribution
of the original data (Tables 7a and 7b).

True
Pred Neg Neu Pos Total

Neg 3,511 982 944 5,437
Neu 1,672 884 1,799 4,355
Pos 1,962 1,560 4,480 8,002
Total 7,145 3,426 7,223 17,794

(a) Confusion Matrix of DSPN on TripDMS

True
Pred Neg Neu Pos Total

Neg 589 521 1,293 2,403
Neu 260 712 2,757 3,729
Pos 127 760 9,257 10,144
Total 976 1,993 13,307 16,276

(b) Confusion Matrix of DSPN on ASAP

Table 7: DSPN confusion matrices.

C Budget Constraint Experiment

For a more direct comparison between DSPN
and the supervised ACSA models, we designed
a budget-constraining experiment. Specifically, we
randomly selected ACSA labels for TripDMS and
ASAP so that the supervised models have the same
training set size as DSPN.

In this setting, DSPN’s performance is closer
to the supervised models’ performance (Table 8).
In particular, DSPN outperforms both End2end-
LTSM and End2end-CNN on ASAP. Overall, the
supervised models still outperform DSPN, but this
is to be expected given that the labels used for train-
ing are ACSA labels. DSPN is trained to perform
RP, but is also able to perform ACSA in a way that
is comparable to these supervised models under the
same budget constraint.

D Benchmarking Details

• End2end-LSTM/CNN: The method uses an
end-to-end network for ACSA. It can simul-
taneously perform aspect category detection
and aspect-level sentiment analysis.

Model TripDMS ASAP

End2end-LSTM 0.542 0.651
End2end-CNN 0.536 0.649
GCAE 0.540 0.701
AC-MIMLLN 0.614 0.758
AC-MIMLLN-BERT 0.639 0.766
ACSA-Generation 0.602 0.758
DSPN (Ours) 0.532 0.654

Table 8: ACSA results when all models are trained with
the same amount of data.

• GCAE: This method is a simple and effec-
tive supervised model based on convolutional
neural networks and gating mechanisms.

• AC-MIMLLN: It utilized multi-instance
multi-label learning for ACSA and found that
the aspect-level sentiment can be regarded as
an aggregation of the word-level sentiments
indicating the aspect.

• AC-MIMLLN-BERT: It replaces the embed-
ding layer for ACSA and the multi-layer Bi-
LSTM in AC-MIMLLN with the BERT.

• ACSA-generation: This is the first method
that solve ACSA task with natural language
generation paradigm, and achieved good re-
sults.

• BERT-Feat: BERT as features.

• BERT-FiT: BERT + Fine-Tuning as features.

• BERT-ITPT-FiT: BERT + withIn-Task Pre-
Training + Fine-Tuning as features.

E On Sentence Reconstruction for ACD

Sentence reconstruction is standard for unsuper-
vised ACD task. Table 9 shows that sentence re-
construction is widely used and effective for this
task.

F Additional Benchmarking

Tables 10, 11, and 12 present the comprehensive
results of our benchmarking. We selected our
pipeline models from these benchmarks based on
predictive performance and efficiency.
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Reference Mechanism Datasets Performance

(He et al., 2017) sentence reconstruction CitySearch, BeerAdvocate SOTA
(Kumar et al., 2022) seed words + sentence

reconstruction + adver-
sarial training

CitySearch, Laptop SOTA

(García-Pablos et al., 2018) topic model CitySearch Competitive results
(Liao et al., 2019) multiple context model-

ing + representation re-
construction

SemEval 14, 15, 16 SOTA

(Luo et al., 2019) lexical semantic enhanc-
ing + sentence recon-
struction

CitySearch, BeerAdvocate SOTA

(Wan et al., 2020) sentence embedding +
sentence reconstruction

Sina microblog Effective results

This paper sentence reconstruction
+ multi-task learning +
distant supervision

ASAP, TripDMS Comparable results

Table 9: Mechanisms Used in Unsupervised ACD Task

TripDMS ASAP
Model Accuracy Params Train Time Accuracy Params Train Time

DSPN 70.5 5.28M 12min 78.5 6.1M 13min
DSPN-BERT 72.5 102.92M 95min 81.3 111M 88min
BERT-Feat 71.4 80.15M 35min 79.2 80.8M 42min
BERT-FiT 72.2 81M 37min 81 81.25M 30min
BERT-ITPT-FiT 72.4 82.7M 102min 80.3 91M 110min

Table 10: Comprehensive RP Results

TripDMS ASAP
Model F1 Params Train Time F1 Params Train Time

DSPN 92.7 5.28M 12min 78.6 6.1M 13min
DSPN-BERT 92.7 102.92M 95min 79.4 111M 88min
ABAE 91.2 3.1M 15min 79.4 3.1M 15min
ABAE-BERT 92.3 91.2M 40min 80.1 97.5M 42min

Table 11: Comprehensive ACD Results

TripDMS ASAP
Model Accuracy Params Train Time Accuracy Params Train Time

DSPN 51.4 5.28M 12min 64.4 6.1M 13min
DSPN-BERT 53.2 102.92M 95min 65.4 111M 88min
End2end-LSTM 57.4 5.3M 8min 66.1 6.22M 8min
End2end-CNN 57.9 5.12M 7min 65.2 5.32M 7min
GCAE 55.1 4.23M 5min 70.3 4.4M 6min
AC-MIMLLN 62.1 31M 50min 76 31.2M 50min
AC-MIMLLN-BERT 64.3 105M 55min 77.2 107,2M 55min
ACSA-generation 64.1 142M 208min 76.1 145.18M 210min

Table 12: Comprehensive ACSA Results
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