
Proceedings of the The 8th Workshop on Online Abuse and Harms (WOAH), pages 146–158
June 20, 2024 ©2024 Association for Computational Linguistics

Harnessing Personalization Methods to
Identify and Predict Unreliable Information Spreader Behavior

Shaina Ashraf, Fabio Gruschka, Lucie Flek, Charles Welch
Conversational AI and Social Analytics (CAISA) Lab, University of Bonn

{sashraf,flek,cfwelch}@bit.uni-bonn.de

Abstract

Studies on detecting and understanding the
spread of unreliable news on social media
have identified key characteristic differences
between reliable and unreliable posts. These
differences in language use also vary in expres-
sion across individuals, making it important
to consider personal factors in unreliable news
detection. The application of personalization
methods for this has been made possible by
recent publication of datasets with user histo-
ries, though this area is still largely unexplored.
In this paper we present approaches to repre-
sent social media users in order to improve per-
formance on three tasks: (1) classification of
unreliable news posts, (2) classification of un-
reliable news spreaders, and, (3) prediction of
the spread of unreliable news. We compare the
User2Vec method from previous work to two
other approaches; a learnable user embedding
layer trained with the downstream task, and a
representation derived from an authorship at-
tribution classifier. We demonstrate that the
implemented strategies substantially improve
classification performance over state-of-the-art
and provide initial results on the task of unreli-
able news prediction.

1 Introduction

The distribution of information and news over the
internet has enabled the uncontrolled spread of un-
reliable news and calls for the development of new
social norms of careful information evaluation and
sharing. Algorithms decide the newsfeed for their
users and the widespread propagation of unreliable
news has led to the need of automated means of
detecting such information. Much research has ad-
dressed this issue with a variety of corpora contain-
ing different types of unreliable news, however few
corpora exist which contain a longitudinal com-
ponent of the individuals who spread unreliable
news.

Studies have analyzed the language used when

unreliable news is spread, finding differences in so-
cial and self-referencing words, denial, complaints,
generalizing terms, lower cognitive complexity,
less exclusive words, and more negative emotion
and action words (Sharma et al., 2019; de Oliveira
et al., 2021). Naturally, the way these expressions
are formed varies across individuals, making it im-
portant to model users to improve detection. Initial
work has begun to apply such methods, though the
application of personalization methods for this task
is still largely unexplored (Sakketou et al., 2022;
Mu and Aletras, 2020).

In this work, we show that unreliable news
can be more accurately detected when using per-
sonalization. Personalization has different mean-
ings across literature in natural language process-
ing (Flek, 2020) but in this work it refers to the
process of building personalized representations
of users in order to better model their behaviors.
Our contributions are (1) state-of-the-art results on
the FACTOID and Twitter datasets for detecting
unreliable news spreaders by improving user em-
beddings, (2) an exploration of the task of predict-
ing when unreliable news will be spread, showing
improvements over the best model from previous
work, and (3) a comparison of the performance of
recent personalization methods for both tasks.

2 Related Work

Previous work uses neural methods to combine text-
based features, such as those from statements re-
lated to news data Karimi et al. (2018). Liu and Wu
(2018) use RNN and CNN-based methods to build
propagation paths for detecting misinformation at
the early stages of propagation. Shu et al. (2019)
propose a tri-relationship embedding framework to
model relationships among publishers, news sto-
ries, and social media users for fake news detection.
Karadzhov et al. (2017) introduced a framework
for fully-automatic fact checking using external
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sources. They use a deep neural network with
LSTM text encoding, semantic kernels and task-
specific embeddings that are combined to encode
a claim together with portions of possibly relevant
text from the web. Cui et al. (2019) propose an
explainable fake news detection system, DEFEND,
which considers users’ comments to explain if news
is fake or real. Nguyen et al. (2020) propose a fake
news detection method that uses a graph learning
framework to represent social contexts. Ghanem
et al. (2021) propose FakeFlow model, to enhance
fake news detection by analyzing the flow of affec-
tive information, such as emotions, sentiment, and
hyperbolic language, within texts. By segmenting
input texts into smaller units, FakeFlow effectively
models the interactions between topical and affec-
tive terms, thereby improving its ability to identify
fake news articles. Duan et al. (2020) extracted
linguistic and sentiment features from users’ tweet.
Also the presence of emojis, hashtags and politi-
cal bias has been taken into account for prediction.
(Khilji et al., 2023) captured contextual informa-
tion of user by exploring personalization methods
based on user metadata and credibility features for
debunking misinformation

Researchers are also examining cognitive fac-
tors influencing people’s ability to distinguish fake
news (Pennycook and Rand, 2019). Data-driven
studies analyzing bots’ participation in social me-
dia discussion (Howard and Kollanyi, 2016), user
reactions to reliable/unreliable news posts (Glenski
et al., 2018a), and demographic characteristics of
users propagating unreliable news sources (Glenski
et al., 2018b), are also integral to our understanding
of the problem space.

In the exploration of penalization techniques for
the identification and prediction of misinformation
spreaders, the work of (Plepi et al., 2023; Plepi and
Flek, 2021) presents the importance of incorpo-
rating user-specific context alongside conversation
text and have achieved significant results in both
their sarcasm detection and perception classifica-
tion tasks. (Salemi et al., 2023) also showcases the
significant benefits of integration personalization
techniques into large language models through ex-
tensive experimentation, including zero-shot and
fine-tuned setups. Similarly, Lian et al. (2022) pro-
poses an innovative incremental user embedding
model that dynamically integrates recent user inter-
actions into accumulated history vectors, utilizing
a transformer encoder for personalized text classifi-
cation.

Sakketou et al. (2022) introduced the misinfor-
mation spreader dataset, FACTOID, that captures
long-term context of users’ historical posts. They
provide initial findings on the dataset, which serve
as a baseline for our experiments. The user his-
tories allow us to address a new temporal task of
predicting when someone will spread misinforma-
tion. These histories are categorized across several
contentious topics, offering a comprehensive view
of misinformation spread on Reddit. These cate-
gories include general political debate, SARS-CoV-
2 (COVID-19), gender rights, climate change, vac-
cinations, abortion, gun rights, and debates about
5G technology. Each category encapsulates dis-
cussions from multiple subreddits, encompassing a
variety of stances and biases. The dataset’s breadth
across these topics allows for a broader understand-
ing of misinformation trends and the development
of strategies to anticipate.

Mu and Aletras (2020) predict, using only lan-
guage information, whether a social media user
will propagate news items from unreliable or re-
liable sources before they share any news items.
Unreliable users have a history of sharing content
from unreliable sources at least three times, while
reliable users only share content from trustworthy
sources. They define a binary classification task
and train a machine learning model on a dataset of
user histories leading up to their first news repost,
labeled as either reliable or unreliable. Compara-
tively, our study expands on this approach. While
they use data up until the first news item is shared,
our work includes news items within a user’s his-
tory. We compare their best performing method to
ours, as described in §3.4.

3 Methodology

In this section, we discuss the approaches for the
different setups for personalized representations
in our work. We use static word representations
from GloVe pretrained on the respective dataset as
input for the most of our methods. To facilitate
comparisons with previous work, we also explored
Word2Vec representations that were pretrained us-
ing both datasets. This allowed us to investigate
whether our results benefit from leveraging global
word-word co-occurrence statistics and the linear
substructures within the word vector space. With
these word representations we are able to learn per-
sonalized user embeddings. We further discuss the
task setup and definitions.
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3.1 Definitions
In the Twitter dataset, users are classified as reli-
able or unreliable based on their sharing habits.
Mu and Aletras (2020) define unreliable sources to
be propaganda, clickbait, conspiracy theories, or
satire. In the FACTOID dataset, misinformation is
defined to encompass various forms of politically
oriented false or misleading news. This includes
unintentionally misleading news, deliberately de-
ceptive disinformation, politically skewed hyper-
partisan news, and humorously false satirical news
(Sakketou et al., 2022).

Ruffo et al. (2023) provide a detailed descrip-
tion and taxonomy of information types. The two
datasets we study both cover misinformation, dis-
information, as the news may be intentionally or
unintentionally spread, as well as malinformation,
which includes things like propaganda and is spread
with a malicious intent. We adopt the term unreli-
able to refer to these types of information propa-
gated by online users.

3.2 Task Definitions
We address three tasks, the first of which classifies
users, and two that classify individual posts, as
visualized in Figure 1.

Unreliable News Spreader Detection We clas-
sify if a given user is a spreader of unreliable news
or not. Each user ui is associated with a posting
history H i, as in (Sakketou et al., 2022).

Unreliable News Post Classification For the
classification of unreliable news posts, we want
to predict yij ∈ {unreliable, information} with the
pretrained embeddings E i

j and the post history.

Unreliable News Post Prediction For the predic-
tion of unreliable news posts, we want to predict
yij ∈ {unreliable, information} only with the pre-
trained or task embeddings E i

j .

3.3 Splitting User Data
When we are classifying users as unreliable news
spreaders, we use all data for that user, as in previ-
ous work. However, when we are classifying posts,
we need to use only posts that precede a post that
we want to classify. To do this, we split users into
artificial users at points in time delimited by the
number of preceding posts and experiment with
different limits to the number of preceding posts.

We partition the post history of each user
ui into chunks of size X and create an artifi-
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Figure 1: Visualization of task setup for prediction and
classification tasks. The fusion and detection box repre-
sents a final layer of our neural model, which assigns a
label corresponding to the task type.

cial user aij for each chunk. The j-th artificial
user for real user i is defined as aij ∈ A =

{a11, . . . , a1M1
, . . . , aN1 , . . . , aNMN

} where Mi =

⌈Li

X ⌉ represents the number of artificial users cre-
ated, and each user ui, with a length of post history
denoted by L, is split into segments of size X .

For each post history chunk, hij , we take the
first X − 1 posts and reserve the label of the X-
th post as classification target. After that we drop
all aij with |hij | < 20 to compute the initial user
representation for E i

j based on their corresponding
historical posts.

3.4 User Representations

User2Vec Amir et al. (2016) presented User2Vec,
which computes user embeddings from a corpus
of their text. For the unreliable news spreader
approach we calculate the embeddings E i ∈ Rd

of user ui based on their corresponding historical
posts Hi. Computing the embeddings E i

j requires
pretrained word embeddings, which we compute
both with word2vec and GloVe (Pennington et al.,
2014; Mikolov et al., 2013).

Task Embeddings This approach uses an em-
bedding layer initialized with Xavier initializa-
tion (Glorot and Bengio, 2010), which takes in a
user ID and converts it into a vector representation
in the forward pass. It is updated during training, so
it is expected to encode signals of misinformation
spreaders.

Authorship Attribution Much previous work
has addressed authorship attribution (AA), the task
of classifying, from a predetermined set of authors,
which author wrote a given text (Stamatatos, 2009).
Recent personalization work has looked into de-
riving user representations from authorship attri-
bution classifiers (Plepi et al., 2022a; Welch et al.,
2022). We use SBERT to encode all posts (Reimers

148



and Gurevych, 2019) and use the resulting vectors
for classification by passing them through a feed-
forward layer with input size 768. We calculate
performance on the validation set with the embed-
dings before the classification layer (d = 400) for
each post for a user and average these to get the
resulting AA embedding. This is in contrast to pre-
viously mentioned methods that use the distribution
of predictions or probabilities, which have a dimen-
sion size equal to the number of users. This model
achieves an accuracy of 1.5% which is 170x better
than chance for the FACTOID dataset and 0.5% on
the Twitter dataset (175x better than chance).

Combined We perform ablations using each
combination of two of the above methods, and for
using all three at the same time.

T-BERT Mu and Aletras (2020) presented a trun-
cated version of the BERT (T-BERT) which takes
initial 512 words pieces from the text of each user
as input. We also followed the same approach in
all three of our tasks. For post classification and
prediction tasks, we computed user contextualized
T-BERT embeddings by taking the recent 512 to-
kens from each user and concatenate them with
each post before passing to model.

4 Datasets

Our study leverages two pre-existing datasets,
FACTOID (Sakketou et al., 2022) and a Twitter
dataset (Mu and Aletras, 2020). Initially, we con-
sidered other datasets, including CMU-MisCov19
(Memon and Carley, 2020), and data from the PAN
shared tasks (Rangel et al., 2020), however they
were not suitable for our experimentation as they
only provide Tweet IDs or labels for authors not
for tweets and some have missing information for
users, lacking content for the user personalization
techniques.

FACTOID consists of 4,150 users with 3.4M
posts. We use the balanced user split from their pa-
per, which consists of 1,086 unreliable news spread-
ers and an equal amount of real information spread-
ers for 2,172 in total. A user is annotated as a
unreliable news spreader if they have at least two
posts with unreliable news links. We split the data
into train/test to balance the number of spreaders.

We consider posts unreliable news if they have
one or more unreliable news links. When splitting
to create artificial users as described in §3.3, we
vary the number of context posts, using 50, 100,

and 200 posts per user, resulting in 12.8k, 12.5k,
and 11.6k artificial users respectively. We then bal-
ance the post-level data to have an equal number of
real and unreliable news posts, resulting in 19,654
total. Posts contain 119 tokens on average (σ=206).
Other datasets designed for identifying unreliable
news spreaders only include binary labels for the
user-level. To obtain pretrained embeddings with
unsupervised learning algorithms we use data from
users history, most of which is unlabeled (see Ta-
ble 1).

Twitter provides all necessary information in-
cluding user labels and IDs, which enabled us to
recompile the posting history of each user. Un-
fortunately, not all tweets were available for us to
crawl, resulting in only 3.5K users whereas the
original dataset had 6.2K users. The dataset has
2.6M posts, with an approximate distribution of
40:60 between users circulating unreliable news
and other information sharers. Posts contain 25 to-
kens on average (σ=18). The corpus was recrawled
in Plepi et al. (2022b) and further details on col-
lection can be found in their paper. Given that
this dataset indicated negligible social interaction
among its users, our focus was predominantly on
the personalization techniques (rather than the tem-
poral graphs they explored).Users who shared at
least three unreliable links were labeled as mis-
information spreaders. Note that this is different
from the FACTOID dataset, as we wanted to be
consistent with both original works.

FACTOID Twitter

Total Posts 3,354,450 2,626,176
Total Users 4,150 3,541

Unreliable Spreaders 1,086 1,455
Reliable Spreaders 3,064 2,086

Unreliable Posts 9,835 1,521,415
Reliable Posts 70,168 1,104,761

Table 1: Comparison of datasets and label distributions.

5 Experiments

To evaluate the performance of the unreliable news
spreader detection models, we use 5-fold cross val-
idation, for consistency with previous work. We
compare the proposed personalized embeddings
with several previous models for the unreliable
news detection methods. For post-level tasks we
show results after 10 iterations with 20 epochs each
and learning rate of 1e − 5. For post-level tasks
we encode posts with BERT (Devlin et al., 2019)
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Model F1 Score

Sakketou et al. (2022) 0.61
T-BERT 0.58
T-BERT+U2V-GloVe 0.59

U2V-GloVe U2V-W2V AA

RF 0.71 0.60 0.74
Ridge 0.73 0.67 0.67

LR 0.71 0.63 0.64
SVM 0.75 0.63 0.69

Table 2: Unreliable News Spreader Detection results
on the balanced FACTOID dataset using the logistic
regression (LR), ridge regression (Ridge), support vec-
tor machine (SVM) and random forest (RF) classifiers
compared to previous work and our combined model.
Reported values are the F1- scores over a 5-fold Cross
Validation. Bold denotes the best overall performance
on the task.

before concatenating user representations. We com-
pare to a Random method, which is a model with a
random vector as input and concatenated to BERT.
We also compare to the best model from Mu and
Aletras (2020), T-BERT. We did not compare to the
graph-based methods used in Sakketou et al. (2022).
They found that the graph-based method on Reddit
achieved 0.3% higher F1 than the User2Vec ran-
dom forest method. We find that the construction
of the Reddit graph also is unlikely to signify inter-
action between users as many users reply to posts
without responding to other comments and with-
out knowing other users. Due to these reasons and
the high model complexity of the graph attention
network, we did not use this model for our tasks.

5.1 Setup & Parameters

To obtain User2Vec features we use the parameters
mentioned in Amir et al. (2016). For the vector size
parameter we adjust GloVe and Word2Vec to the
same dimension d = 400 based on manual tuning.

5.2 Results

For comparison with previous work, we provide
results for the unreliable news spreader detection
task in a similar format and using mostly the same
classifiers as previous work. For results at the post-
level we report results as a distribution over 10
runs.

Unreliable News Spreader Detection The re-
sults for the unreliable news spreader detection
on the Factoid and Twitter datasets are shown in
Table 2 and Table 3 respectively. In Table 2, the

Model F1 Score

T-BERT 0.51
T-BERT+U2V-GloVe 0.65

U2V-GloVe AA

RF 0.62 0.70
Ridge 0.70 0.76

LR 0.75 0.82
SVM 0.70 0.76

Table 3: Unreliable News Spreader Detection results on
the balanced Twitter dataset using the logistic regression
(LR), ridge regression (Ridge), support vector machine
(SVM) and random forest (RF) classifiers compared
to previous work and our combined model. Reported
values are the F1- scores over a 5-fold Cross Validation.
Bold denotes the best overall performance on the task.

best model from Sakketou et al. (2022) is our base-
line at 0.61 F1, which uses a User2Vec (U2V)
model trained on the Google News Corpus using
word2vec (W2V). We compared this setup to one
where the word embeddings are pretrained on in-
domain data using their corpus with both word2vec
(U2V-W2V) and GloVe (U2V-GloVe). Note that
the User2Vec method is initialized with static em-
beddings only so contextualized embeddings from
large pretrained language models are incompati-
ble with this approach. We used the same classic
machine learning classifiers (i.e. random forest, lo-
gistic regression, support vector machines) for the
sake of comparison. We also compared to the best
performing method from (Mu and Aletras, 2020)
(T-BERT).

We included one more model based on T-BERT
but with the U2V-GloVe vectors concatenated to
the input before being passed to a final classifica-
tion layer. We found that this improved perfor-
mance on the FACTOID dataset, but only slightly
over the T-BERT baseline. Simpler classification
models with high quality user embeddings learned
through the authorship attribution and User2Vec
methods outperformed the language model ap-
proach, which we attribute to their training method,
which takes all of a users previous data into account
when learning a representative vector, whereas
BERT can only encode a limited history.

In Table 3, the results are evaluated on the Twit-
ter data by following the same models and em-
bedding methods used in the FACTOID dataset to
assess their performance in detecting unreliable
news spreaders. Here, we did not include the
word2vec approaches, as they performed poorly
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Figure 2: Distributions of F1-scores for personalization methods and combinations while varying the number of
context posts (p) or tokens (t) for the task of classifying unreliable news posts.
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Figure 3: Distributions of F1-scores on the Twitter dataset for personalization methods and combinations while
varying the number of context posts for the task of classifying unreliable news posts.

on the other task compared to GloVe (which in-
cludes Sakketou et al. (2022)). Interestingly, the
highest performance with 82% F1 is achieved by
the model trained on authorship attribution embed-
dings. Here the T-BERT with U2V-GloVe embed-
dings performed much higher than the T-BERT
baseline, but still lower than the best U2V-GloVe
and authorship attribution embedding approaches.
For further experiments with the commonly used
LIWC features, see Appendix A. Note that we do
not compare to the task embedding method because
it requires data from a user for both training and
testing, while this task setup has separate users
across the splits.

Unreliable News Post Classification Figure 2
shows the F1 measure for the unreliable news de-
tection task using FACTOID Dataset. Task embed-
dings in combination with the pretrained authorship
attribution features achieve the best results with a
median F1 score of 72%. The worst score is ob-
tained by the User2Vec approach with 65%. If we
compare the different input sizes, the AA features
benefit from having more data to train on. Other ap-
proaches considered individually seem not to learn
better features with higher input sizes. The combi-

nations follow this trend from the AA embeddings.
The combination of all three seems negatively im-
pacted by User2Vec. However, the influence is not
statistically significant (Kruskal and Wallis, 1952).

Similarly, Figure 3 shows the results for unre-
liable news detection on Twitter. The combined
approach using all user representations had the best
performance with a median F1 score 75%. It is in-
teresting to note that, all approaches appear to learn
better features with fewer users and bigger message
chunks. Contrary to the FACTOID dataset, the au-
thorship attribution approach performs better, as
it did for the unreliable news spreader task, than
the User2Vec embeddings. T-BERT performs rel-
atively low on this task and not much higher than
our random baseline. We believe that the lack of
reproducibility of Twitter datasets in general could
lead to such discrepancies.

Unreliable News Post Prediction Figure 4
shows results for unreliable news prediction for
the FACTOID dataset. In this comparison, we see
that authorship attribution features lose up to 16%
F1 with fewer users and more potentially irrelevant
context. With a smaller context of 50, the differ-
ence is lower by 6% than in the classification task.
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Figure 4: Distributions of F1-scores for personalization methods and combinations while varying the number of
context posts (p) or tokens (t) for the task of predicting unreliable news posts.
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Figure 5: Distributions of F1-scores on the Twitter dataset for personalization methods and combinations while
varying the number of context posts for the task of predicting unreliable news posts.

User2Vec performs similar to chance and task em-
beddings remain high performing, not differing in
the median (p < 0.0003). Combinations of person-
alization methods show similarly high performance.
Here T-BERT shows competitive performance but
still underperforms all of our methods that use task
embeddings.

Similarly, Figure 5 displays the results of the
unreliable news prediction task using the Twitter
dataset. Although these methods rely only on user
embeddings and omit post text, we can observe that
the model is still learning high quality representa-
tions as the results are encouraging. The best score
is obtained by task embeddings with median F1

85%, combining task and User2Vec embeddings
perform second best. We see competitive perfor-
mance from the User2Vec embeddings whereas
they performed randomly on the FACTOID dataset.
The truncated BERT encodings caused the model
to perform poorly, likely due to the fact that it does
not seem to capture enough context for the predic-
tion task. Interestingly, T-BERT performs better
for the FACTOID dataset, and all of our methods
outperform it on the Twitter dataset, leading to a
new state-of-the-art for this task.

Linguistic Analysis In addition to our primary
focus on comparing results of user personalization
methods across two datasets, we explored linguistic
characteristics of the spreaders’ posts. Specifically,
we looked at sentiment scores, which provide an in-
dication of the emotional tone expressed in the con-
tent. These sentiment scores were computed using
VADER (Valence Aware Dictionary and sEntiment
Reasoner, Hutto and Gilbert (2014)), a lexicon and
rule-based sentiment analysis tool specifically de-
signed to gauge sentiments expressed in social me-
dia. Our analysis revealed that unreliable news
spreaders exhibit significantly different sentiment
scores compared to reliable news spreaders. We
tested this observation using a two-sample t-test,
which yielded a p < 0.0001. This provides strong
statistical support for our observation: unreliable
news spreaders indeed have a significantly differ-
ent sentiment score than reliable news spreaders.
Interestingly, our analysis also identified a nega-
tive correlation of -0.11 between the number of
unreliable news posts and sentiment score. This
suggests that as individuals disseminate more unre-
liable news, their sentiment score decreases, imply-
ing a less positive linguistic style among unreliable
news spreaders as they become more active in the
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propagation of unreliable news. By examining se-
lected instances, we observed a consistent pattern.
Sentiment scores experienced a downward shift as
individuals approached the posting of a unreliable
news item.

We also looked at the correlation between the
labels in the FACTOID dataset and the LIWC cate-
gories, similarly to Mu and Aletras (2020). How-
ever, we did not find significant correlations be-
tween the groups. On the Twitter dataset, they
found correlations, for instance, between the use of
power and analyitic words with unreliable news
spreaders, and informal and netspeak language
with reliable news spreaders. These differences
could be due to the difference in writing styles
between Reddit and Twitter users.

6 Discussion

The task of unreliable news post prediction could
provide insight into the patterns of users who
spread unreliable news which could help inform
the design of social media policies or interventions
to prevent such cases. We compared to the best
method from previous work, T-BERT, which we
found competitive with the embedding combina-
tions for post prediction on the Twitter dataset but
with lower scores for post classification and pre-
diction on the FACTOID dataset. When a higher
number of context posts were available, the em-
bedding methods more consistently outperformed
T-BERT. On the spreader detection task, we found
that when we had high-quality user representations
derived from other deep learning models, simple
classifiers were able to achieve higher performance
than the T-BERT baselines, which may introduce
more noise and complexity than necessary.

Our results indicated that embedding perfor-
mance varied depending on the dataset and the spe-
cific task at hand. For instance, User2Vec excelled
at capturing long-term behavioral patterns, making
it particularly effective for tasks where a user’s his-
torical behavior is a key factor. However, it may
not have been as adept at capturing the nuances of
individual posts or the specific contexts in which
they were made. Authorship attribution focused
on the unique linguistic style of users, making it
effective for identifying unreliable news spreaders
who have a consistent writing style, but less so for
those who vary their writing style. These embed-
dings were particularly useful in post-classification,
where they were concatenated with text to provide

a more comprehensive representation. Task embed-
dings were updated during training, allowing them
to adapt to the unique challenges posed by unreli-
able news detection. This adaptability was a key
reason why they often outperformed other methods
in our experiments. On the other hand, the combi-
nation of all user representations (U2V+AA+Task)
showed the best performance on the Twitter dataset,
suggesting that a multifaceted approach that lever-
ages various aspects of user behavior and post char-
acteristics can provide a more robust solution for
unreliable news detection.

In summary, the effectiveness of each user rep-
resentation strategy is highly dependent on the
specific challenges posed by the task of unreli-
able news detection and the nature of the dataset.
There’s no one size fits all solution, and the optimal
strategy may involve a combination of different
user representations to capture the multifaceted na-
ture of user behavior and unreliable news spread.

In a linguistic analysis, we identified that unre-
liable news spreaders tend to exhibit distinct sen-
timent scores that decrease as they circulate more
unreliable news. However, no significant correla-
tions were observed between LIWC categories and
reliable/unreliable news spreaders as was found in
previous work.

7 Conclusions

In this work, we systematically studied the appli-
cation of recent personalization methods to three
distinct yet interrelated tasks. These tasks included
user-level detection of unreliable news spreaders,
post-level classification of unreliable news, and
predicting when unreliable news will be spread.

We found significant improvements in the task of
detecting unreliable news spreaders at a user level
when applying User2Vec embeddings learned with
GloVe pretrained on in-domain data. This result
indicates that a closer alignment with the domain of
the data yields superior performance in identifying
unreliable news agents. Moreover, for post-level
tasks such as classifying unreliable news and pre-
dicting its propagation, we discovered that task em-
beddings learned jointly with the downstream task
outperformed other personalization methods and
previous work. Furthermore, our findings suggest
that combining different personalization methods
can further boost performance.

In addition to these primary findings, our ex-
ploration into linguistic characteristics yielded in-
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triguing insights. We observed a significant differ-
ence in sentiment scores between unreliable news
spreaders and reliable news spreaders, with unreli-
able news spreaders exhibiting a less emotive lin-
guistic style. We also noticed a negative correlation
between the number of unreliable news posts and
sentiment scores, indicating a decline in sentiment
as the frequency of these posts increased.

Future work could explore the integration of our
approach with other forms of analysis, such as net-
work analysis or more nuanced linguistic analysis,
for a more comprehensive understanding of unre-
liable news dynamics. We release our code 1 and
data split to facilitate further research in this vital
field and support shared scientific goals.

Limitations

Previous work from Sheikh Ali et al. (2022);
Sakketou et al. (2022) characterizes a user as a
unreliable news spreader based on whether at least
two unreliable news links were detected in their
post history, while Mu and Aletras (2020) requires
at least three posts. If we look inside the results of
our model, it seems to classify users as unreliable
news spreaders if at least one unreliable news link
was detected. For example this post of a randomly
selected user:

“https://www.dailymail.co.
uk/news/article-4364984/
Ivanka-Trump-hit-claim-ripping-designs.
html is well in keeping of the Trump family trend
of stealing ideas and claiming them as one’s own.”

This post contains an unreliable news link.2

This user was classified as an unreliable news
spreader but according to the definition of an
unreliable news spreader, they are a reliable
news spreader. Which leads to the question how
many times a user should post about unreliable
news in order to be considered as a unreliable
news spreader? Although this threshold of two
unreliable news posts is somewhat arbitrary and
should be adjusted for the desired application, it
serves to show the effectiveness of our approach.

Our methods look at the text of posts being
shared on social media. The links shared by indi-
viduals contain additional multi-modal information.

1Github:https://github.com/caisa-lab/
WOAH24-FakenewsSpreader

2According to https://mediabiasfactcheck.com/

Often these links contain images or video. Our
model does not take the link content into account
and future work could improve model performance
by modeling this information.

The datasets that we use were both labeled us-
ing curated lists of reliable and unreliable news
sources. As such, it is possible that labels con-
tain some noise, as reliable sources may sometimes
have less reliable articles and vice versa. It is also
possible that bias exists in the websites providing
ground truth labels. As such, there is a risk that
this could lead a trained model to incorrectly clas-
sify certain topics or populations. Relatedly, the
previous work that created these datasets assumed
that the sharing of a source was inherently an act
of spreading unreliable news. A dataset that also
contained the stance of the sharer toward the arti-
cles would allow for more nuance regarding what
is shared, one may wish to separate those wishing
to inform others of the unreliability of news from
those who are promoting it.

Ethics Statement

If we develop language models for authorship at-
tribution, they could be used to find other online
accounts of a person, given posts on a single one
of their accounts. This could potentially be used
for user profiling and surveillance of target popu-
lations (Rangel Pardo et al., 2013). Furthermore,
the identification of unreliable news spreaders must
be carefully applied in practice, as people may be
misclassified, leading to the suppression of speech
for these individuals.

User-augmented classification efforts risk invok-
ing harmful stereotyping, as the algorithm labels
people as unreliable news spreaders or classifies
users posts as unreliable news. These can be em-
phasized by the semblance of objectivity created
by the use of a computer algorithm (Koolen and
van Cranenburgh, 2017).

There are forms of bias that apply specifically
in natural language processing research. For exam-
ple, gender bias in a text such as the use of words
or syntactic constructs that connote or imply an
inclination or prejudice against one gender (Hitti
et al., 2019). Machine learning algorithms trained
in natural language processing tasks have exhib-
ited various forms of systemic racial and gender
biases. For example hate speech detection (Boluk-
basi et al., 2016) or learned word embeddings (Park
et al., 2018).
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A Psycholinguistic Features for
Misinformation Spreader Detection

Several previous papers have addressed the use of
psycholinguistic features for the detection of mis-
information spreaders (Rashkin et al., 2017; Shu
et al., 2018). We decided to compare our approach
to the use of such features using the commonly used
lexicon, Linguistic Inquiry and Word count (LIWC;
(Tausczik and Pennebaker, 2010; Pennebaker et al.,
2015)). The lexicon provides a set of word cate-
gories for over 6k words, representing linguistic
and psycholinguistic processes.

We construct a feature-vector using the lexicon
by counting each word category and concatenating
these into a single vector. We also experimented
with a concatenation of the LIWC feature vector
and the User2Vec representations. We provide re-
sults in Table 5. The methods for results that do
not use LIWC are copied from §5 for comparison.
We include only the GloVe results here, as they
performed better than Word2Vec. We find that the
LIWC features underperform the personalization
methods, and even lower performance when com-
bined with the User2Vec approach.

B Additional Training Details

We use the transformers HuggingFace model
bert-base-uncased. The model has 12 layers,
a hidden size of 768, 12 heads, and 110M param-
eters. It was trained on lower-cased English text.
The non-BERT models run in a few minutes on a
single CPU. The BERT models for the post-level
tasks take 9-10 hours to run for one context size for
10 runs on an NVIDIA A100 GPU.
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Model U2V LIWC LIWC+U2V AA Baseline

RF 0.71 0.57 0.68 0.74 0.61
Ridge 0.73 0.64 0.71 0.67 -

LR 0.71 0.58 0.71 0.64 0.60
SVM 0.75 0.61 0.71 0.69 0.61

Table 4: Psycholinguistic feature comparison for unreliable news spreader detection results on the balanced
FACTOID dataset using the logistic regression (LR), ridge regression (Ridge), support vector machine (SVM)
and random forest (RF) classifiers. Reported values are the F1- scores over a 5-fold Cross Validation. User2Vec
approaches use GloVe embeddings for training.

Model U2V LIWC LIWC+U2V AA Baseline

RF 0.62 0.65 0.74 0.70 -
Ridge 0.70 0.65 0.73 0.76 -

LR 0.75 0.65 0.74 0.82 -
SVM 0.70 0.63 0.71 0.76 -

Table 5: Psycholinguistic feature comparison for unreliable news spreader detection results on the balanced Twitter
dataset using the logistic regression (LR), ridge regression (Ridge), support vector machine (SVM) and random
forest (RF) classifiers. Reported values are the F1-scores over a 5-fold Cross Validation. User2Vec approaches use
GloVe embeddings for training.
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