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Abstract

Large Language Models’ safety remains a crit-
ical concern due to their vulnerability to jail-
breaking attacks, which can prompt these sys-
tems to produce harmful and malicious re-
sponses. Safety classifiers, computational mod-
els trained to discern and mitigate potentially
harmful, offensive, or unethical outputs, offer
a practical solution to address this issue. How-
ever, despite their potential, existing safety clas-
sifiers often fail when exposed to adversarial
attacks such as gradient-optimized suffix at-
tacks. In response, our study introduces Ad-
versarial Prompt Shield (APS), a lightweight
safety classifier model that excels in detection
accuracy and demonstrates resilience against
unseen jailbreaking prompts. We also intro-
duce efficiently generated adversarial training
datasets, named Bot Adversarial Noisy Di-
alogue (BAND), which are designed to for-
tify the classifier’s robustness. Through ex-
tensive testing on various safety tasks and
unseen jailbreaking attacks, we demonstrate
the effectiveness and resilience of our mod-
els. Evaluations show that our classifier has
the potential to significantly reduce the At-
tack Success Rate by up to 44.9%. This ad-
vance paves the way for the next generation
of more reliable and resilient Large Language
Models. Our code and datasets are avail-
able at : https://github.com/jinhwak11/
Adversarial-Prompt-Shield

1 Introduction

As the use of the Large Language Models (LLMs)
becomes increasingly prevalent, the importance of
their safety rail guards escalates. Consequently,
there has been a significant surge in research aimed
at enhancing the safety of these Large Language
Models (Xu et al., 2021; Bai et al., 2022b,a; Ope-
nAI, 2023).

Despite their attempts, various types of jailbreak-
ing attacks targeting LLMs have been found. Some

research studies have reported attempts at imper-
sonating a system to indirectly inject malicious
queries into the LLM. This could potentially in-
stigate APIs or tasks leading to financial losses or
breaches of information (Greshake et al., 2023).
DAN (Do Anything Now (King, 2023)) prompt is
a famous prompt jailbreaking attack that enables
the bypassing of safeguards and moderation plat-
forms, allowing hazardous queries such as “how
to build a bomb" or “how to acquire a gun ille-
gally". Undeniably, comprehensive responses to
these inquiries can lead to severe consequences,
especially when LLMs or industrial conversational
agents capable of generating insightful responses
are involved. Additionally, Zou et al. (2023) ex-
plored the use of universal and transferable attacks
on Large Language Models. The study employed
automatic gradient-based optimization approach
to create adversarial suffixes capable of bypassing
LLM safeguards and prompting them to answer any
set of questions. This research was successful in
developing a universal attack that operates across a
diverse set of questions, demonstrating that adver-
sarial examples generated to fool Vicuna-7B and
Vicuna-13B had attack success rates of 87.9% for
GPT-3.5, 53.6% for GPT-4, and 66% for PaLM-2.

To address the evolving problem of jailbreaking
attacks, employing a safety classifier is an applica-
ble method. A schematic representation of this pro-
cess is illustrated in Figure 1, where user prompts
are processed by the safety classifier trained to de-
tect and mitigate potentially harmful or adversarial
content. Depending on the classification outcome,
prompts are either blocked by the safety shield or
forwarded to the LLMs for response generation.
Companies are opting to classifiers that are con-
siderably smaller in size than LLMs, making them
more cost-effective to deploy and easier to update.
OpenAI has provided a free Moderation API (Ope-
nAI) to all developers, allowing them to scrutinize
users’ inputs before transferring them to the LLMs.
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Figure 1: Safety Classifier Workflow.

Additionally, Meta AI research team has engi-
neered the Bot-Adversarial Dialogue (BAD) clas-
sifier (Xu et al., 2021), an open-source tool that
identifies unsafe user utterances. The deployment
of these types of classifiers is effective and does
not necessitate fine-tuning of the large language
models. They can be independently deployed to im-
prove robustness and can be updated more swiftly,
which is why they are currently being utilized in
practice and appear to be the best solution to date.

While numerous studies concentrate on enhanc-
ing the robustness of Large Language Models, the
robustness of current safety classifiers for LLMs
remains an underexplored area. Given the discov-
ery of numerous jailbreaking attacks, it becomes
imperative to investigate and enhance the robust-
ness of classifiers to effectively protect LLMs from
unforeseen jailbreaking attacks. With this in mind,
our work stands out as one of the first deep dives
into the resilience of safety classifiers. The focus
of this study is on direct adversarial attacks against
LLMs. In these attacks, the user prompts malicious
or harmful inquiries which include an adversarial
suffix, as proposed by Zou et al. (2023), which
causes the LLM to bypass its safeguards and di-
rectly respond to the questions.

We are proud to introduce the Adversarial
Prompt Shield (APS) model, a safety classifier
that surpasses existing options in both perfor-
mance and reliability. We present and leverage
the newly generated Bot Adversarial Noisy Dia-
logue (BAND) datasets to augment our safety clas-

sifier training data, thereby enhancing its robust-
ness against adversarial attacks. This approach
involves adding random suffixes and pseudo-attack
suffixes to datasets, making them more resistant
to adversarial attacks without the steep costs often
associated with creating these attacks. By utilizing
BAND, we demonstrate that our classifier becomes
significantly more reliable, even when confronted
with sophisticated and previously unseen attacks.
Our Key Contributions Include:

• Launching Adversarial Prompt Shield (APS)
classifier that outperforms existing models in
both accuracy and resilience.

• Introducing the Bot Adversarial Noisy Dia-
logue (BAND) datasets, designed to fortify
safety classifiers against adversarial attacks
while minimizing associated time costs.

2 Related Work

Jailbreaking Attacks on LLMs While Large
Language Models (LLMs) have shown remarkable
advancement, numerous studies have demonstrated
their vulnerability to adversarial attacks, which can
give rise to significant ethical and legal issues. One
prevalent form of attack on LLMs is known as jail-
breaking (Liu et al., 2023; OpenAI, 2023; Dinan
et al., 2019; Xu et al., 2021; Ganguli et al., 2022),
where a prompt is employed to circumvent the in-
herent limitations and safeguards of these models,
compelling them to generate responses that may
be harmful and in violation of ethical standards.
For instance, “Do Anything Now (DAN) (King,
2023)” prompts LLMs to comply with any user
requests without rejection. Yao et al. (2024) pro-
posed an automated jailbreaking testing framework
that generates various jailbreak attacks and reveals
the vulnerability of LLMs to such attacks. In a
recent study by Zou et al. (2023), a novel adver-
sarial attack method was introduced, employing
adversarial suffixes. This method demonstrated
its capability to successfully attack state-of-the-art
Large Language Models.

To address this emerging adversarial threat, sev-
eral baseline defense strategies have been proposed,
including the use of perplexity filters and paraphras-
ing in the pre-processing phase (Jain et al., 2023).
However, these methods are often specific to cer-
tain types of attacks and may prove impractical.

Safety Classifier Utilizing a safety classifier rep-
resents a viable strategy to bolster the safety of
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Large Language Models, a practice that has found
application in recent advancements involving Large
Language Models (Xu et al., 2021; OpenAI, 2023;
Adiwardana et al., 2020). This classifier is em-
ployed to identify unsafe utterances and subse-
quently guide the system to refrain from respond-
ing or formulate a safe response. The Perspective
API (Jigsaw) and the Moderation API (OpenAI)
are open-access classification models designed to
detect various attributes related to content abusive-
ness and violations. Dinan et al. (2019) and Xu et al.
(2021) introduced classifier models aimed at identi-
fying offensive language within a dialogue context,
with a focus on ensuring dialogue safety. These
classifiers are built upon pre-trained models such as
BERT (Devlin et al., 2019) and Transformer mod-
els, and fine-tuned for the binary classification task.
To enhance the classifier’s robustness against ad-
versarial attacks, training data was augmented with
adversarial examples collected by crowdworkers.

Although previous studies (Dinan et al., 2019;
Xu et al., 2021) have explored the robustness of the
safety classifier against adversarial user attempts,
they primarily focused on adversarial prompts and
dialogues adhering to the original dialogue datasets.
However, a significant gap exists in the current lit-
erature regarding the examination of safety clas-
sifiers’ adaptability to unforeseen adversarial at-
tacks.

3 Our approach

In this section, we introduce our safety classifier
model, named Adversarial Prompt Shield (APS),
along with the Bot-Adversarial-Noisy-Dialogue
(BAND) datasets. These datasets are specifically
designed to bolster the resilience of safety classi-
fiers against jailbreaking attacks.

3.1 Adversarial Prompt Shield

Base Model We established our safety classifier
models following the framework outlined in pre-
vious studies (Dinan et al., 2019; Xu et al., 2021).
While previous works have employed BERT and
Transformer as base models, we opted for Distil-
BERT due to its demonstrated capacity, retaining
97% of BERT’s capabilities while reducing its size
by 40% (Sanh et al., 2020). Given the potential
increase in complexity associated with applying a
classifier model to LLMs, we selected a lighter and
more efficient model. The overview of our model
is illustrated in Figure 2.

Figure 2: Overview of Adversarial Prompt Shield.
Data is first processed with annotations and then to-
kenized using the DistilBERT tokenizer. The binary
classification is based on the output of the [CLS] token,
resulting in either ‘Safe’ or ‘Unsafe’.

We primarily focused on developing multi-turn
dialogue safety classifiers using both single-turn
and multi-turn dialogue corpora. To process the
multi-turn dialogue data, we selected the last 8-turn
utterances in each dialogue, comprising one target
utterance and seven previous utterances. The se-
lection of n, representing the number of dialogue
turns, was determined by testing APS Base + model
with various n-turns. Results of these tests are pre-
sented in Table 5, in Appendix A. The preprocessed
input data is processed through our model, which
consists of DistilBERT, fully connected linear lay-
ers, and a sigmoid function. We initialized the Dis-
tilBERT model with pre-trained weights sourced
from Sanh et al. (2020). To perform binary classi-
fication, we added two linear layers to the output
of the [CLS] token in our model; The first layer
is a fully connected dense layer with ReLU activa-
tion function and the second layer is designed to
produce a single output unit followed by a sigmoid
function. The model was fine-tuned on a set of
safety classification corpora described in Table 6,
in Appendix B.

Robust Safety Classifier To fortify the resilience
of our classifiers against adversarial attacks, we
trained two distinct APS models using the Bot Ad-
versarial Noisy Dialogue (BAND) dataset, with
comprehensive details provided in Section 3.2.

APS Random is a model trained with data gen-
erated using the BAND Random method, which
appends random suffixes to each instance. This
method is applicable to any dataset, enabling
its integration into all training corpora. Conse-
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quently, we augment the training data with new
datasets generated via BAND Random approach
and train the model accordingly. APS Pseudo,
on the other hand, is trained with data from the
BAND Pseudo method, utilizing suffixes gener-
ated through semi-optimization. As this method
requires target datasets to optimize suffixes, we
specifically generate pseudo suffixes for the Ad-
vBench corpus, while employing BAND Random
data for other datasets. Both Random and Pseudo
methods allow for the generation of a variable num-
ber of suffixes due to their randomness property.
We ensure balance by generating seven suffixes
for each prompt in the AdvBench dataset and one
suffix for other datasets.

3.2 Bot Adversarial Noisy Dialogue

Zou et al. (2023) emphasized the effectiveness of
incorporating carefully optimized adversarial suf-
fixes into prompts to disrupt LLMs. However, it
is crucial to note that this optimization process
comes with significant computational complexities,
resulting in costs that are about 5 to 6 orders of
magnitude higher compared to what is observed
in computer vision (Jain et al., 2023). While in-
corporating all possible adversarial suffixes in the
training data can potentially enhance the perfor-
mance of the safety classifier, the practicality of
this solution is significantly hindered by the im-
mense computational demands of the procedure.

To mitigate this challenge, we introduce two
novel approaches for autonomously generating
training corpora, focusing predominantly on forti-
fying models against jailbreaking attacks involving
perturbations. The adversarial training that incor-
porates these corpora into the training process will
contribute significantly to the models’ resilience
against sophisticated attacks that deliberately ap-
pend disruptive strings to the ends of the prompts.

Random Suffix Generation The first method,
referred to as “Random”, generates suffixes by ran-
domly selecting twenty strings. Generating random
suffixes does not require any optimization process,
resulting in lower time complexity for generating
new data examples and increasing scalability.

While random suffixes alone may not be effec-
tive in breaking large language models, they can
significantly enhance the robustness of classifiers
when used together in training data. This approach
enables the model to better understand and distin-
guish between the user’s original prompt and noise,

thereby improving its ability to predict accurately
even when faced with perturbations in user prompts.
Additionally, this approach can be applied to any
dataset without the need for specific target datasets
for optimization.

Pseudo Attack Suffix Generation

Building on the Greedy Coordinate Gradient
(GCG) framework(Zou et al., 2023) , our proposed
Pseudo Attack method introduces a computation-
ally efficient strategy for generating adversarial suf-
fixes against large language models (LLMs) which
is presented in Algorithm 1 and for brevity we
call it Pseudo Attack. Unlike the traditional GCG
process, which iteratively seeks the optimal single
token assignment, Pseudo Attack evaluates and ap-
plies all top-k calculated gradients throughout the
modifiable token space. This is encapsulated in the
for loop starting at line 9 of Algorithm 1.

Given an initial prompt x1:n, a subset of tokens
I amenable to modification, our approach (lines
3 to 5 of Algorithm 1) retains the original mecha-
nism for calculating the top-k gradients. However,
instead of selecting and applying a single best re-
placement, Pseudo Attack uniformly samples these
top-k options for every token in I (lines 9 to 11
of Algorithm 1), generating a diverse set of batch
candidate suffixes. In contrast, the GCG method
modifies only one randomly selected token at a
time, which can limit the exploration of samples in
the batch.

From the batch of candidates generated, we iden-
tify and select the top 7 suffixes based on their loss
metrics (lines 15 to 16 of Algorithm 1), represent-
ing the most promising adversarial attacks. This
set, produced through merely one iteration of our
method, offers a significant computational advan-
tage by approximating the potential outcomes of
extensive GCG iterations.

Although our Pseudo Attack generated suffixes
may not possess the same potency as those crafted
through multiple GCG iterations in compromising
LLMs, they serve an invaluable role in training
classifiers. By simulating a wide range of adversar-
ial attacks with minimal computational investment,
these suffixes enable the development of more ro-
bust defense mechanisms against GCG attack.

4 Experimental Results

In this section, we present experimental results. In
Section 4.1, we evaluate safety classifiers across
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Algorithm 1 Pseudo Attack Suffix Generation Algorithm

1: Input: Initial prompt x1:n, modifiable subset I , loss L, k, batch size B

2: Output: Set of top 7 optimized prompts {x(1)1:n, x
(2)
1:n, . . . , x

(7)
1:n}

3: for all i ∈ I do
4: χi ← Top-k(−∇exi

L(x1:n)) ▷ Compute top-k promising token substitutions
5: end for
6: B ← empty list, L← empty list
7: for b = 1 to B do
8: x̂

(b)
1:n ← x1:n

9: for all i ∈ I do
10: x̂

(b)
i ← χi[Uniform({1, . . . , k})] ▷ Uniformly select from top-k tokens for position i

11: end for
12: L(b) ← L(x̂(b)1:n) ▷ Compute loss for each sample
13: Add {x̂(b)1:n, L

(b)} to B
14: end for
15: Sort B by loss values in L
16: return {B[j][0] | j = 1 . . . 7} ▷ Return the adversarial suffixes of the top 7 sequences with lowest

loss

various tasks and assess their robustness against
noisy prompts. In Section 4.2, we analyze their
impact on defending against jailbreaking attacks
on Large Language Models.

4.1 Safety Classifier Results

We assess the performance of various classifiers,
including the Bot Adversarial Dialogue (BAD) clas-
sifier (Xu et al., 2021), the Moderation API (Ope-
nAI), and our Adversarial Prompt Shield (APS).
We have implemented four distinct APS models:
APS Base and APS Base + are trained solely on
original corpora without any data augmentation,
whereas APS Random and APS Pseudo models
incorporate datasets augmented using BAND Ran-
dom and BAND Pseudo generation methods, as
described in Section 3.1. You can find detailed
information on each classifier in Table 1.

For performance assessment, we utilize test sets
derived from various classification corpora and cal-
culate the unsafe F1 score as the metric. Further-
more, to assess how resilient these classifiers are
against adversarial prompts, we employ the BAND
Random test sets across the same corpora.

Overall Performance In Table 2, under the col-
umn labeled ‘Original Corpora,’ we present a
comparative analysis of the overall performance
of safety classifiers across different test corpora.
While BAD classifier maintains relatively consis-
tent performance across the datasets, the Modera-
tion API demonstrates significantly lower perfor-

mance, except on the Wikipedia Toxic Comment
(WTC) dataset. We speculate that the Moderation
API might be designed as an instance-based classi-
fier, which could lead to a limited understanding of
multi-turn dialogue datasets.

Notably, APS Base+ model in ours, which in-
corporates the Red-Team Attempts corpus from
Anthropic into the training data, exhibits the best
performance and significant improvements com-
pared to the existing two classifiers. The Red-Team
Attempts corpus stands out as the largest dialogue
data in comparison to other training corpora. It
encompasses a wide array of harmful behaviors,
including violence, unethical behavior, and more.
Integrating this data into the training process equips
the model with knowledge about a broader and
more diverse range of harms, which is reflected in
its performance. This result suggests that collect-
ing more datasets containing diverse examples of
harmful content could further improve the model’s
ability to detect such content.

APS Random and APS Pseudo models, trained
with adversarial training datasets, exhibit a slight
decrease in performance compared to APS Base+

model. This phenomenon aligns with findings from
previous studies (Madry et al., 2018; Jain et al.,
2023) that adding adversarial training data can lead
to a reduction in performance while enhancing ro-
bustness. However, it is noteworthy that these mod-
els only experience a marginal drop in performance
and still outperform the existing classifiers.
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Model Name Model (# Params) Training Data

BAD classifier (Xu et al., 2021) Transformer (311M) WTC, BBF, BAD
Moderation (OpenAI) - Black-Boxed model

APS Base

DistilBERT (66M)

WTC, BBF, BAD
APS Base+ WTC, BBF, BAD
APS Random WTC, BBF, BAD, Red, BAND Rand
APS Pseudo WTC, BBF, BAD, Red, BAND Rand + PA

Table 1: Descriptions of Safety Classifiers. We utilized two existing classifiers, BAD classifier and Moderation
API for our comparative experiments. We implemented four different Adversarial Prompt Shield (APS) models,
each trained with different training corpora including Wikipedia Toxic Comments (WTC), Build-It Break-It Fix-It
(BBF), Bot-Adversarial Dialogue (BAD), Anthropic Red-Team Attempts (Red), and our new Bot-Adversarial-
Noisy-Dialogue (BAND) Random (Rand) and Pseudo-Attack (PA) datasets.

Robustness To assess the classifiers’ robustness
against adversarial prompts, we conducted a perfor-
mance comparison of each classifier on the BAND
Random test sets, which involve the addition of a
random suffix to each prompt. The results can be
found in Table 2, under the column labeled ‘BAND
Random Suffix Corpora.’

BAD classifier experiences a significant drop
in performance on adversarial noisy examples,
with its performance decreasing from 70.5 to 47.2,
underscoring its lack of robustness. Similarly,
APS Base+ model exhibits significant performance
drops on the noised corpora, despite this model
demonstrating state-of-the-art performance on the
original corpora. While Moderation API exhibits
consistent performance on the BAND Random
dataset, it still falls short compared to our APS
Base+ model.

By contrast, APS Random and APS Pseudo
model demonstrate resilience to adversarial exam-
ples, experiencing only marginal drops (Max -0.2)
in performance. These results imply that incorpo-
rating adversarial examples in the training process
proves advantageous for enhancing the model’s re-
silience to adversarial noise-infused prompts com-
pared to the base models.

4.2 Results Against Jailbreaking Attacks

To examine the transferability of our approach and
its practical implications for Large Language Mod-
els (LLMs), we assessed our models against jail-
breaking attacks on LLMs. This evaluation is con-
ducted using AdvBench Harmful Behaviors dataset
with BAND Random suffix, BAND Pseudo Suf-
fix, and Greedy Coordinate Gradient (GCG) Suffix
(Zou et al., 2023). We present and compare the
results both with and without the inclusion of a

safety classifier to demonstrate the effectiveness of
classifiers against jailbreaking attacks.

4.2.1 Experimental Setup
Language Models Used in the Study In our ex-
perimental setup, we utilized three state-of-the-art
language models: Vicuna (Chiang et al., 2023),
Falcon (Almazrouei et al., 2023), and Guanaco
(Dettmers et al., 2023). Specifically, the versions
and sizes employed were “vicuna-7b” (version 1.3),
“falcon-7b-instruct”, and “guanaco-7B-HF”. These
models were cloned from the Hugging Face repos-
itory 1. To ensure that these models functioned
as conversational LLMs, we employed the chat
instruct versions. For suffix generation and the
testing phase, these models were fed adversarial
suffixes to examine their responses. We set the tem-
perature to zero, the maximum length to 512, and
selected the top-most suitable answer.

GCG Suffix Generation For the generation of
Greedy Coordinate Gradient (GCG) adversarial suf-
fixes, we leveraged the associated codebase from
Zou et al. (2023). To produce multiple adversar-
ial suffixes, we utilized the provided demo Jupyter
notebook code optimized for individual harmful
examples.

Pseudo Attack Suffix Generation Both the
Pseudo and traditional Greedy Coordinate Gra-
dient (GCG) methods set parameters k and B at
256, leading to comparable computational times
for single iterations. Given 20 modifiable token
locations within I , GCG requires at multiple iter-
ations for full substitution assessment, potentially
compromising the Large Language Model (LLM)

1https://huggingface.co/models
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Model Name
Original Corpora

WTC
BBF

BAD Ant-Red AdvBench Avg.
Std. Adv. Multi.

BAD (Xu et al., 2021) 66.0 93.5 83.9 49.7 80.7 59.0 73.5 70.5
Moderation (OpenAI) 62.1 67.5 33.2 7.6 56.7 38.6 19.4 51.0

APS Base 63.7 86.1 79.7 58.2 74.9 53.0 69.5 66.1
APS Base+ 64.3 87.1 82.2 57.7 74.9 81.1 92.2 73.9
APS Random 65.7 90.0 76.5 56.9 73.8 79.8 100.0 73.5
APS Pseudo 63.6 90.1 78.1 58.4 73.6 81.4 100.0 73.4

Model Name
BAND Random Suffix Corpora

WTC
BBF

BAD Ant-Red AdvBench Avg.
Std. Adv. Multi.

BAD (Xu et al., 2021) 68.9 68.4 8.8 5.7 54.8 23.9 3.8 47.2
Moderation (OpenAI) 58.3 64.2 28.5 13.5 57.6 40.6 22.2 50.8

APS Base 64.2 64.4 12.1 12.9 52.1 38.5 19.0 49.2
APS Base+ 63.3 54.6 18.8 20.2 55.7 76.2 42.6 60.4
APS Random 66.0 88.8 75.6 58.3 73.6 79.5 100.0 73.4
APS Pseudo 64.0 88.1 75.2 57.3 73.4 81.3 100.0 73.2

Table 2: Performance Results of Various Safety Classifiers. The table presents unsafe F1 scores for both original
datasets (Original Corpora) and those with random suffixes (BAND Random Suffix Corpora). We include weighted
averages based on dataset size. Test datasets comprise Wikipedia Toxic Comments (WTC), Build-it Break-it Fix-it
(BBF), Bot-Adversarial Dialogue (BAD), Anthropic Red-Team Attempts (ANT-Red), and AdvBench datasets. The
results of APS models are derived from a single-training run of each model.

before completing all substitutions. This could lead
to reevaluating and replacing previously assigned
tokens, continuing until either the LLM is com-
promised or reaching the 500 iteration limit. By
contrast, the Pseudo method preemptively assigns
substitutions across all modifiable locations, em-
ulating the end-stage of multiple GCG iterations
but with reduced computational demand. This strat-
egy efficiently generates pseudo adversarial exam-
ples, aiding in the development of classifiers more
resistant to GCG attacks. We provide generated
examples across different models in Appendix C.

GCG CLS Model To evaluate the efficacy of our
classifiers and methods, we trained the GCG CLS
model, integrating genuine Greedy Coordinate Gra-
dient (GCG) suffix prompts into the training data.
This model utilized the same training datasets as
APS Random and APS Pseudo, except for the inclu-
sion of the AdvBench dataset featuring real GCG
optimized suffix prompts. By comparing the per-
formance among APS Random, APS Pseudo, and

GCG CLS, we aim to demonstrate the effectiveness
of our adversarial training in mitigating unseen jail-
breaking attacks during the training phase, while
also considering time complexity to generate ad-
versarial training datasets.

Metric To evaluate the safety of different mod-
els and strategies, we use the Attack Success Rate
(ASR) metric, which denotes the ratio of success-
fully attacked cases against LLMs to the total num-
ber of prompts submitted to the LLMs. We utilized
a fine-tuned RoBERTa model (Yu et al., 2023) as
a judgment model, which achieved the highest ac-
curacy among other large language models or rule-
based approaches. In the context of LLMs with a
safety classifier environment, we define an attack-
success case when the prompt effectively bypasses
both the classifier and the large language model.
In other words, if either the classifier identifies the
prompt as unsafe or the language model does not
generate harmful responses or reject to answer, it
is considered a failure in the attack attempt. We
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Test Data AdvBench+ Random AdvBench + Pseudo AdvBench + GCG

Models Vicuna Falcon Gua. Vicuna Falcon Gua. Vicuna Falcon Gua.

LLM Baseline 1.0 37.2 21.8 0.6 44.2 17.3 25.0 44.9 35.6

+ BAD 1.0 37.2 21.8 0.6 43.6 17.3 22.8 41.0 32.3
+ Moderation 1.0 37.2 21.8 0.6 41.7 17.3 22.8 43.3 33.3

+ APS Random 0.0 0.0 0.0 0.0 3.5 1.9 1.9 1.28 1.3
+ APS Pseudo 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

+ GCG CLS 0.0 1.2 0.0 0.3 3.2 1.6 0.0 0.0 0.0

Table 3: Results of Attack Success Rate on Various LLMs. We present the Attack Success Rate (ASR) results for
three distinct LLMs: Vicuna, Falcon, and Guanaco (Gua) models, both with and without the integration of safety
classifiers. The LLM Baseline row indicates the ASR of pure large language models without any safety classifiers.
The rows marked with "+" indicate the ASR with each respective classifier. A lower ASR indicates a safer model.

calculate the number of test cases that successfully
attack the large language models and present the
corresponding success rate.

4.2.2 Results of Defending Jailbreak Attacks
As shown in Table 3, our classifiers demonstrate
remarkable effectiveness in defending against vari-
ous jailbreaking attacks on across all large language
models. For instance, our classifiers successfully
thwart all Random Suffix attacks, reducing ASR
from 1.0% to 0.0% for Vicuna, 37.2% to 0.0%
for Falcon, and from 21.8% to 0.0% for Guanaco
model. Similarly, our classifiers significantly de-
crease the ASR for Pseudo attacks; the APS Ran-
dom model lowers the ASR by up to 40.7% for
the Falcon model, while the APS Pseudo model
successfully defends against all attacks, consid-
erably lowering the ASR by up to 44.2%. Com-
pared to existing models such as BAD (Xu et al.,
2021) and Moderation (OpenAI), our models out-
perform them in the all jailbreaking attacks. These
results underscore the clear advantages of integrat-
ing adversarial training to enhance model robust-
ness against adversarial jailbreaking prompts.

Resilience to GCG attack The evaluation of
our approach against Greedy Coordinate Gradient
(GCG) attacks reveals its effectiveness in defend-
ing against previously unseen jailbreaking attempts.
As demonstrated in a study by Zou et al. (2023),
the inclusion of optimized adversarial suffixes in
prompts significantly elevates the ASR for LLMs.
For example, the ASR for the Vicuna model in-
creases significantly, reaching as high as 25.0%,
despite its initial low ASR of 1.0% on Random and
Pseudo suffix prompts. This pattern remains consis-
tent across other large language models. Existing

classifiers show minimal improvement in ASR, still
resulting in a 22.8% ASR for Vicuna model, 41%
ASR for the Falcon, and 32.3% ASR for Guanaco
model. This indicates that well-optimized adver-
sarial suffixes can disrupt LLMs and successfully
bypass existing safety classifiers.

By contrast, our classifiers and GCG CLS ef-
fectively defend against GCG attacks, with APS
Random showing a maximum ASR of 1.9% and the
Pseudo model showing 0.0% ASR for all LLMs.
It is noteworthy that even though APS Random
and Pseudo models do not incorporate real attack
data in their training datasets, they perform as well
as the GCG CLS model, underscoring the robust-
ness and effectiveness of our models in defend-
ing against unseen jailbreaking attacks. Given the
resource-intensive nature of generating GCG suffix
datasets, APS Random proves advantageous due to
its lower computational demands and independence
from target datasets. APS Pseudo, while slightly
more complex than Random, offers significantly
reduced computational requirements compared to
GCG, yet still demonstrates superior performance
in defending against GCG jailbreaking attack.

4.2.3 Time Complexity Comparison
To evaluate efficacy of our methods, we compare
the average time to generate a suffix across differ-
ent models as depicted in Table 4. The AdvBench+
Random method achieves the fastest generation
times, with each sample requiring less than 0.1 sec-
onds. Employing the AdvBench+ Pseudo method
expedites the process further by producing seven
samples in each iteration; consequently, the mod-
els Vicuna, Falcon, and Guanaco require on aver-
age 1.75, 2.50, and 2.00 seconds respectively to
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Test Data AdvBench+ Random AdvBench + Pseudo AdvBench + GCG

Models Vicuna Falcon Gua. Vicuna Falcon Gua. Vicuna Falcon Gua.

Generation Time < 0.1 < 0.1 < 0.1 1.75 2.50 2.00 98.48 61.39 102.38

Table 4: Comparison of Average Time for Suffix Generation Across Different Methods. We present the average
time taken to generate one suffix (in seconds) using different models: AdvBench+ Random, AdvBench+ Pseudo,
and AdvBench+ GCG.

generate a single suffix sample. In contrast, the
AdvBench+ GCG method necessitates multiple it-
erations for a single suffix creation, leading to no-
tably protracted generation times: Vicuna averages
98.48 seconds, Falcon 61.39 seconds, and Gua-
naco 102.38 seconds. As a result, AdvBench +
Pseudo takes approximately 2 seconds, which is
much more efficient compared to GCG, which ex-
hibits approximately 55 times overhead in Vicuna.

These experiments were conducted on a high-
performance system equipped with an AMD Ryzen
Threadripper 3970X 32-core processor, 256 GB of
RAM, and an NVIDIA RTX A6000 GPU, ensuring
that the computational demand was well-supported.
Such detailed exploration of time complexities is
crucial for enhancing the development of adver-
sarial training techniques. Efficient generation of
adversarial suffixes enables the practical integra-
tion of robust classifiers into systems, improving
their resilience against sophisticated attacks with-
out compromising on the training efficiency.

5 Conclusion

We introduce Adversarial Prompt Shield (APS),
which serves as a safety classifier capable of identi-
fying and mitigating unsafe prompts. Additionally,
we introduce the Bot Adversarial Noisy Dialogue
(BAND) datasets, adversarial corpora that helps to
enhance the model’s robustness. Through a com-
parative analysis, we demonstrate the limitations
of existing safety classifiers, as they experience
substantial performance degradation when exposed
to perturbed adversarial prompts. By contrast, our
models, trained with BAND corpora, maintain con-
sistent performance. Furthermore, through the eval-
uation of three large language models with and
without a safety classifier, we demonstrate the ef-
fectiveness of applying safety classifiers to LLMs
to enhance their safety against jailbreaking attacks.

While our advancements have significantly im-
proved upon existing classifiers, it is worth noting
that our BAND datasets currently focus solely on

suffix generation. Considering the emergence of
diverse jailbreaking attacks, expanding our gener-
ation methods to include randomly placed noise
could prove beneficial in defending against a wider
range of attacks. We anticipate further progress in
addressing these technical and ethical challenges.
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A Optimization of Hyperparameters for
Multi-Turn Dialogue Classification

Our APS Base model, tailored for multi-turn dia-
logue safety classification, underwent evaluation
with varying context lengths to determine the op-
timal input dialogue length. We utilized test sets
from various corpora as outlined in Table 6. Un-
safe F1 scores were calculated across these datasets,
with weighted averages reported based on dataset
sizes. The results are summarized in Table 5, in-
dicating that the safety classifier trained on N = 8
achieved the highest average F1 score.
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N WTC
BBF

BAD ANT-Red. AdvB Avg.
S. Adv. Mul.

4 63.8 88.9 77.7 55.4 73.4 80.5 61.7 72.7
6 63.8 88.7 81.1 60.0 73.5 81.1 87.6 73.4
8 64.3 87.1 82.2 57.7 74.9 81.1 92.0 73.9

Table 5: Unsafe F1 Scores for the APS trained using Different Numbers of N-turn Dialogues. The results
shown indicate the test results of each model trained on different n-turn dialogue corpora. We report unsafe F1
scores across different testing corpora, including Wikipedia Toxic Comments (WTC), Build-It Break-It Fix-It (BBF),
Bot-Adversarial Dialogue (BAD), Anthropic Red-Team Attempts (ANT-Red), and AdvBench (AdvB) datasets.

B Details on Corpora used for
Fine-Tuning

The base model was fine-tuned on the following
safety classification corpora.

• Wikipedia Toxic Comments (WTC) corpus
(cjadams et al., 2017)

• Build-it, Break-it, Fix-it (BBF) corpus (Dinan
et al., 2019)

• Bot-Adversarial Dialogue (BAD) corpus (Xu
et al., 2021)

• Red-Team Attempts corpus from Anthropic
(Ganguli et al., 2022),

• Harmful behaviors corpus from AdvBench
(Zou et al., 2023).

The relevant information about each corpus is
shown in Table 6.

C BAND Datasets

We present the examples generated by BAND
Random and Pseudo methods, compared to the
GCG (Zou et al., 2023) method in Table 7. The
GCG method substitutes one token per iteration,
potentially leaving some modifiable tokens as the
initial token such as an exclamation mark as shown
in Table 7 GCG examples. The BAND Pseudo
method substitutes all modifiable tokens in one
iteration, making replacements to all modifiable
tokens.
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Corpus Name
# Instances

Safe Unsafe

Wikipedia Toxic Comments (cjadams et al., 2017) single-turn 201081 22468

Build-it, Break-it, Fix-it (Dinan et al., 2019)
Standard single-turn 27000 3000

Adversarial single-turn 27000 3000
Multi-turn multi-turn 27000 3000

Bot-Adversarial Dialogue (Xu et al., 2021) multi-turn 47942 30932

Anthropic Red-Team Attempts (Ganguli et al., 2022) multi-turn 16475 22486

AdvBench (Zou et al., 2023) single-turn - 520

Table 6: Statistics of Safety Classification Corpora. We report the number of instances across different corpora.

Original Dataset BAND Random BAND Pseudo GCG (Zou et al., 2023)
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Table 7: Examples of Generated Datasets across Different Methods.
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