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Abstract

Cyberbullying has grown in recent years, pri-
marily attributed to the proliferation of so-
cial media users. This phenomenon mani-
fests in various forms, such as hate speech
and offensive language, increasing the neces-
sity of effective detection models to tackle this
problem. Most approaches focus on super-
vised algorithms, which have an essential draw-
back—they heavily depend on the availability
of ample training data. This paper attempts to
tackle this insufficient data problem using data
augmentation (DA) techniques. We propose a
novel data augmentation technique based on a
Diffusion Language Model (DLA). We com-
pare our proposed method against well-known
DA techniques, such as contextual augmenta-
tion and Easy Data Augmentation (EDA). Our
findings reveal a slight but promising improve-
ment, leading to more robust results with very
low variance. Additionally, we provide a com-
prehensive qualitative analysis using classifica-
tion errors and complementary analysis, shed-
ding light on the nuances of our approach.

1 Introduction

Social networks have fundamentally transformed
human communication. Initially conceived as plat-
forms for sharing ideas, experiences, and opinions,
popular networks like Facebook, Twitter, Reddit,
and others emerged. However, these platforms have
also become arenas for intolerance, hateful com-
ments, aggression, and harassment. Consequently,
detecting hate speech has become a significant con-
cern for researchers in natural language processing
(NLP) due to its harmful societal impact, affecting
the interactions within online communities (Burnap
and Williams, 2015). The intolerance and aggres-
sion displayed by certain users harm the experi-
ences of other individuals or entire online groups.

As the frequency of online interactions contin-
ues to rise, the necessity for automated systems
to detect and handle abusive language becomes

increasingly critical (Nobata et al., 2016). Cur-
rently, many approaches view this challenge as a
supervised classification task, encountering diffi-
culties such as requiring extensive labeled datasets
to train the models. However, creating these new
labeled data is often costly and demands significant
human resources. To address this obstacle, an alter-
native solution involves using data augmentation
techniques, which entails generating synthetic data
from existing datasets. This approach was initially
proposed for computer vision tasks and has been
adapted for text processing. However, many ex-
isting methods provide little diversity in the data
generated. For example, techniques like Easy Data
Augmentation (Wei and Zou, 2019a), contextual
augmentation (Kumar et al., 2020), (Kobayashi,
2018), and back-translation (Sennrich et al., 2015)
make only a small amount of changes to the origi-
nal data.

We introduce an innovative data augmentation
approach leveraging a diffusion language model
to tackle these challenges. We propose to use Dif-
fuSeq (Gong et al., 2022), a non-autoregressive
model employing a sequence-to-sequence frame-
work, with the added capability of conditional gen-
eration based on input sequences. This unique
setup enables us to generate samples conditioned
on their respective classes from the original dataset.
Compared to traditional methods, our diffuser is
sure to generate conditional and more diverse text.
We compare our proposed technique and widely
used data augmentation methods like contextual
augmentation (Devlin et al., 2019) and EDA (Wei
and Zou, 2019b). The key contributions of this
research are summarized as follows:

• A comparative analysis of the data augmen-
tation methods. Presenting the advantages
of using diffusers in text data augmentation
tasks.

• A qualitative analysis of errors in classifica-
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Figure 1: Training and inference process for our diffusion language model. We display synthetic examples in
Spanish.

tion to try and understand the limitations of
our approach.

2 Related work

This section presents an overview of the approaches
prop task of hate speech detection. Most research
on identifying abusive language tackles the prob-
lem as text categorization (Schmidt and Wiegand,
2017; Fortuna and Nunes, 2018), wherein posts,
comments, or documents are assigned to prede-
fined categories based on their content. Further-
more, most of these works primarily use English
datasets due to their widespread availability. A di-
verse array of features has been explored to detect
abusive language. Initial efforts relied on manually
crafted features such as bag-of-words representa-
tions, alongside syntactic and semantic features, to
train machine learning algorithms including Lin-
ear Regression, Support Vector Machine (SVM),
Random Forest, and Naive Bayes classifiers (Magu
et al., 2017; Robinson et al., 2018; Frenda et al.,
2019; Vidgen and Yasseri, 2020; Martins et al.,
2018; Madukwe and Gao, 2019; Rai et al., 2020;
Pariyani et al., 2021). Research findings suggest
that lexical methods have the potential to identify
hate speech. However, their decisions are primar-
ily based on single words or small context win-
dows. We want to explore techniques that can ac-
count for a significant amount of context for each
word.(Koushik et al., 2019; Watanabe et al., 2018;
Abro et al., 2020).

Recent research has focused on leveraging deep
learning to improve the ability of classifiers to
identify abusive language, bypassing the need for
manual feature engineering. Convolutional Neural
Networks (CNNs) have been a popular approach,
as demonstrated by Gambäck and Sikdar (2017);
Mozafari et al. (2020) who employed deep con-
textualized word representations alongside a CNN

for supervised fine-tuning. Furthermore, Zhang
et al. (2018) incorporated a Gated Recurrent Unit
(GRU) layer within their CNN model, benefit-
ting feature extraction and sequential information.
Recently, pre-trained language models, such as
ELMO, GPT-2, and BERT, have been success-
fully integrated into abusive language detection
systems (Liu et al., 2019; Nikolov and Radivchev,
2019). These models leverage pre-existing knowl-
edge from vast amounts of text data, demonstrably
improving detection performance.

As previously mentioned, limited training data
presents a significant challenge when training our
models, particularly for tasks requiring nuanced
understanding. With a restricted pool of exam-
ples, models struggle to generalize and perform
adequately on novel data. Data augmentation tech-
niques offer a solution by artificially expanding the
training set, effectively increasing data size and
diversity. Current research on hate speech detec-
tion, particularly for non-English languages, lacks
exploration of these techniques. This presents a sig-
nificant opportunity to investigate the effectiveness
of data augmentation for hate speech detection.

3 Methodology

Our methodology consists of two parts. The first
part trains a diffusion language model to generate
synthetic data conditioned to its class (aggressive
or not aggressive). The second part augments our
original training data using the diffusion model just
trained. Then, it trains an aggressiveness classifier
on the augmented dataset. Figure 1 presents this
whole training and inference process.

3.1 Training a Diffusion Language Model

To train our diffusion model, we create a dataset
consisting of sequence pairs (source, target). We
want to generate a target sequence that contains spe-
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cific bad words because we consider those words
relevant to the aggressive class. We set a bad word
and an example in our source sequence to achieve
this. We then follow the next steps to create this
new dataset.

1. First, we take our training dataset and deter-
mine their most relevant words. As a metric,
we use the chi-squared score. We create a list
of those words that are offensive, too. We de-
note it as S. For each word w in S, we create
a set Tw that consists of all training tweets
that contain w.

2. Given a word w in S, we take a pair of tu-
ples (xi, yi), (xj , yj) from Tw, where xi, xj
are tweets and yi, yj are their labels. We set
the source sequence as: "Generate a tweet
with the word w and the yj polarity. Example
with a polarity yi: xi". The target sequence
consists only of xj . In Figure 1, we can ob-
serve a concrete example.

3.2 Data selection
The diffusion model generates data of different
qualities. We aim to understand if a higher or
lower data quality leads to a better classifier per-
formance. We fine-tune a pre-trained language
model h, RoBERTuito (Pérez et al., 2021), on our
training set to measure data quality. Then, we gen-
erate a synthetic dataset three times larger than
the original. We sort this data regarding its con-
fidence score given by our base model (RoBER-
Tuito). Given a synthesized sentence (x′i, y

′
i), we

first verify that argmaxh(x′i) = y′i, and then use
h confidence score as a rank for (x′i, y

′
i). We define

the confidence score as the maximum predicted
probability maxh(x′i). We split this sorted set into
three pieces that we call low, middle, and high-
confidence datasets.

4 Experimental Settings

4.1 Dataset
We consider the MEX-A3T dataset for the aggres-
siveness detection task (Aragón et al., 2020). This
dataset consists of Mexican Spanish tweets and
two classes: aggressive and not-aggressive. Table
1 shows the distribution of this dataset.

4.2 Compared Methods
We compare our DA method with two tradi-
tional DA techniques. Contextual augmentation

Class Train Test
Not aggressive 5222 2238
aggressive 2110 905

Table 1: Statistic for the MEX-A3T dataset.

(Kobayashi, 2018): We use a pre-trained language
model, RoBERTuito, for this method. We consider
two actions at the word level: insert and substitute.
Easy Data augmentation(Wei and Zou, 2019a):
We consider three main actions at the word level:
random swap, random delete, and synonym sub-
stitution. We use nlpaug library (Ma, 2019) to
implement both methods with default hyperparam-
eters.

4.3 Diffuser training setups

We train a DiffuSeq model from scratch using the
following parameters: 2000 diffusion steps, a learn-
ing rate of 0.001, a batch size of 100, 100000 learn-
ing steps, and a sequence length of 128.

4.4 Classifier

We choose RoBERTuito as our classifier. We fine-
tune it in our original dataset and every augmented
dataset.

5 Results and Analysis

Table 2 shows the classifier’s results trained on sev-
eral augmented datasets generated by our diffusion
model. We also compare our method with standard
data augmentation techniques, such as Contextual
Augmentation and Easy Data Augmentation. We
run each experiment 5 times with a set of 5 random
seeds. Table 2 displays their average and standard
deviation.

5.1 Complementary analysis

Considering only one method, the best-performing
classifier is achieved using the middle-confidence
diff augmented data. However, we can observe that
individual data augmentation techniques only get a
slight improvement concerning our baseline. To de-
termine a more robust model, we look for the most
effective way to combine our best-performing mod-
els: middle-confidence diff and synonym substitu-
tion. We try two ways to accomplish this objective.
The first consists of making an ensemble of the
two models. We only calculate the average of the
two predictions. The second consists of generating
different combinations of augmented datasets. We
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Method F1-positive F1-negative F1-Macro Accuracy
W/o augmentation 82.6±0.78 92.72±0.33 87.738±0.54 89.736±0.46
Low-confidence diff 82.09±0.65 92.762±0.13 87.426±0.37 89.692±0.22
Middle-confidence diff 82.772±0.45 93.02±0.15 87.896±0.26 90.068±0.19
High-confidence diff 82.376±0.54 92.898±0.2 87.638±0.34 89.876±0.27
Contextual aug: substitute 82.47±0.73 92.728±0.52 87.6±0.61 89.724±0.63
Contextual aug: insert 82.44±0.45 92.694±0.35 87.568± 0.37 89.684±0.4
EDA 82.168±0.69 92.634±0.46 87.402±0.57 89.578±0.58
Synonym 82.48± 0.39 92.934±0.37 87.706±0.31 89.93±0.4

Combination 1 82.684±2.73 93.028±1.7 87.858±1.87 90.058±1.98
Combination 2 82.644±4.37 92.902±1.87 87.774±2.84 89.928±2.44
Combination 3 81.804±4.89 92.422±2.11 87.114±2.84 89.304±2.46
Ensemble 83.41±4.43 93.166±5.27 88.288±3.69 90.322±4.59

Table 2: Classification results for the aggressiveness detection task. We display the average and standard deviation
of five runs. Results include an ensemble model and three models trained on different combinations of middle
confidence-diff and synonym substitution datasets.

Example GT MC diff Syn
If there’s something that really annoys me, it’s the pr****tutes who think they’re saints, RIDICULOUS 0 1 1
I see this guy as kind of effeminate. It’s like he resembles Fabiruchis 1 0 0
For your understanding, Sergio used the terms ’h**ker’ and ’sl*t’, but he didn’t address them to the women with the intention of insulting them. 0 1 0
They have no morals or shame!!! 1 1 0

Table 3: Sample of misclassified examples on the test set for our two best models. GT corresponds to the ground
truth labels, MC diff to Middle-confidence diff, and Syn to Synonym substitution method.

consider the following synthetic datasets: data_1
is obtained by applying synonym substitution to
the original dataset. data_2 refers to the middle-
confidence diff set. data_3 is achieved by applying
synonym substitution to data_2. In this way, Com-
bination 1 comprises the original data, data_1 and
data_3. Combination 2 is the union of the original
data, data_1 and data_2. Finally, Combination 3
consists of the original data, data_1, data_2, and
data_3.

We run each experiment five times and calculate
the average and standard deviation for every metric.
In Table 2, we can observe the most effective ap-
proach to combine augmented datasets is through
an ensemble of both models. However, it is the
most expensive option.

5.2 Error Analysis

According to our results, we conduct an error analy-
sis on our best-performing models, which are those
trained on middle-confidence diff and synonym
substitution datasets.

Table 3 presents some of the most common error
patterns. To maintain data privacy, we paraphrased
the original examples in Spanish and translated
them into English. In the first example, it was
misclassified for both models because it contains

some offensive words. However, it is not a harmful
message. The third example was misclassified for
the same reason, although the synonym substitution
model got the correct answer. The second and
fourth examples are considered offensive even if
they do not contain bad words. That is why at least
one of the models was wrong.

5.3 Loss function

Training a diffusion model for the text generation
task presents different challenges. For instance, it
performs poorly when trained on a small dataset
because it has millions of parameters. To address
this limitation, we design a framework (detailed in
section 3.1) to train our diffusion model effectively.
Another limitation we observed is that the model
requires enormous training steps to converge. We
can notice this behavior in Figure 2, where we can
confirm that our model converges successfully.

6 Conclusion and Future work

This work introduces a novel data augmentation
technique employing a Diffusion Language Model.
We systematically compare our proposed method
against conventional data augmentation techniques
through a series of experiments through a series
of experiments. The outcomes of these experi-
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Figure 2: Visualization of the loss function during dif-
fusion model training for the first 50000 steps. Data is
displayed on a logarithmic scale.

ments reveal a modest yet discernible enhancement
achieved by applying our diffuser data augmenta-
tion technique, thereby highlighting the potential
for further exploration into related strategies.

We envision our study as a catalyst for delving
deeper into DLM’s advantages in generating syn-
thetic data. We aim to inspire further investigations
into leveraging DLM for similar purposes. More-
over, it’s worth noting that there is also a gap in
exploring data augmentation techniques for hate
speech detection in non-English languages. This
opens the opportunity for future research, offer-
ing opportunities for innovation and advancement
within the field.

In future work, we plan to analyze the poten-
tial biases of the MEX-A3T dataset and how the
models trained on this corpora could acquire them.
We expect to find sexism or gender bias and then
conduct an analysis similar to that of (Sap et al.,
2019).

Furthermore, we want to employ various metrics
to comprehensively assess the diversity of the syn-
thetic data generated by the diffuser. This includes
leveraging established metrics like Distinct-N (Li
et al., 2015) to quantify the number of unique N-
grams and Self-BLUE (Zhu et al., 2018) to measure
the intrinsic similarity of the synthetic data. In ad-
dition to these quantitative measures, we will also
conduct a visual inspection to qualitatively evaluate
the data’s diversity and richness.

A preliminary analysis has already yielded
promising results. It suggests that the diffuser can
generate synthetic data significantly different from
the original data, indicating a high degree of di-
versity. We plan to incorporate a more detailed
quantitative and qualitative diversity evaluation in
our future work.

Limitations and Ethical Concerns

Our work presents the following limitations:

• The dataset was manually labeled, which im-
plies that assignation depends on some factors.
The notion of aggressiveness could vary ac-
cording to gender, education, place of birth,
cultural factors, etc. The diversity of anno-
tator backgrounds could introduce a broader
range of perspectives and potentially enrich
the dataset. However, it is important to con-
sider these biases when analyzing the data.

Data augmentation techniques are suscepti-
ble to propagating biases in a dataset. We
note that our method suffers from a particular
type of bias. The aggressive class of the data
set is closely related to the use of bad words.
Our technique propagates this bias by generat-
ing text conditional on these words. We plan
to reduce this bias by increasing the number
of tweets that do not contain these offensive
words.

• Our dataset contains 10,475 Spanish tweets.
This is a small number of tweets to train ef-
ficiently a diffusion model. We address this
limitation by pairing tweets to create a more
extensive dataset.

Regarding potential ethical concerns, we recog-
nize the intricate nature of analyzing content from
social media platforms. Working with such data
brings forth concerns regarding privacy and moral
conduct. It is imperative to underscore that our re-
search solely relied on existing publicly accessible
datasets, and we refrained from direct interaction
with users on social media platforms. The dataset
used in this study is public and was taken from the
MEX-AT3 official site. We meticulously adhered
to the terms of service and user agreements gov-
erning these datasets. Additionally, it’s essential to
highlight that measures were taken to anonymize
the datasets, safeguarding individual privacy. How-
ever, to maintain the confidentiality of our analysis,
we paraphrased the examples displayed and trans-
lated them into English. Although individuals may
share posts publicly, they may not anticipate the
widespread dissemination of their content.
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