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1 Research interests

My main research interest is human-centric explain-
ability, i.e., making language models more interpretable
by building applications that lower the barrier of entry
to explanations. I am enthusiastic about interactive sys-
tems that pique the interest of more people beyond just
the experts to learn about the inner workings of lan-
guage models. My hypothesis is that users of language
model applications and dialogue systems are more satis-
fied and trusting if they can look behind the curtain and
get easy access to explanations of their behavior.

1.1 Dialogue-based explainability

Human-centered XAI is concerned with incorporating
insights from Human-Computer Interaction (HCI) into
the field of XAI (Miller, 2019; Ehsan and Riedl, 2020;
Weld and Bansal, 2019). Many XAI systems have in-
teractive components, elaborate user interfaces and are
evaluated with user studies (Chromik and Butz, 2021;
Bertrand et al., 2023). Only recently, however, there has
been a push towards conceptualizing dialogue-based XAI
systems. Lakkaraju et al. (2022) proposed four mod-
ules which are necessary for explanatory conversational
systems: Natural language understanding (NLU), expla-
nation algorithm, response generation, and a graphical
user interface. Representative systems like TalkToModel
(Slack et al., 2023), ConvXAI (Shen et al., 2023), Inter-
roLang (Feldhus et al., 2023), and LLMCheckup (Wang
et al., 2024) all implement these four modules.

However, the current conversational XAI systems ex-
hibit a lack of understanding the user and responding
to them. This is because they do not consider con-
text and often resemble question answering setups (re-
quest and provide explanations). They lack a dedicated
dialogue management, as traits of information-seeking
(Stepin et al., 2024), mixed-initiative (or proactive) dia-
logues (Deng et al., 2023), argumentation dialogues (Bex
and Walton, 2016) and teacher-student (or tutorial) di-
alogues (Wachsmuth and Alshomary, 2022; Lee et al.,
2023; Liu et al., 2024b) are necessary for a natural ex-
planatory dialogue.

Current research in computational argumentation (Bex
and Walton, 2016; Madumal et al., 2019) provides valu-
able insights into explanatory dialogue interactions, yet
it remains relatively abstract and does not cover the full
range of explanation moves. Similarly, while didactics
literature (Wachsmuth and Alshomary, 2022; Hennessy
et al., 2016) defines many moves, it lacks a comprehen-
sive dialogue strategy.

I am currently working on a concept for an explana-
tory dialogue management which is able to take context
into account and easily adapt to user needs. I conduct
user studies to examine if LLM-generated explanations
are able to take dialogue context into account and, at the
same time, beat conventional template-based answers in
terms of likeability and perceived faithfulness.

LLMs are getting increasingly better at synthesizing
natural language explanations (Wiegreffe et al., 2022)
and offer the possibility to hold conversations in various
styles, e.g. concise vs. elaborate explanations (Liu et al.,
2024a). On top of that, they have been shown to perform
dialogue state tracking exceptionally well (Heck et al.,
2023). However, LLMs also introduce issues with ground
truth, which recent work has started to analyze with test
suites (Atanasova et al., 2023) and user studies (Si et al.,
2024). I intend to answer the question of whether the
faithfulness as perceived by the user matches the actual
faithfulness as measured by explanation evaluation and
LLM factuality evaluation methods.

1.2 Explanations in tutoring systems
Explanations can also be framed as instructions, e.g. in
didactics, where a teacher instructs a student on a con-
cept or topic (Wachsmuth and Alshomary, 2022). Di-
dactics research often debates which teaching strategies
lead to the best learning outcome (Roelle et al., 2015). I
am investigating if language models can reliably detect if
a teacher follows good practices as defined by teaching
strategies Feldhus et al. (2024). It turns out that this re-
quires a very thorough definition of acts and high exper-
tise of annotators to achieve a sufficient agreement and
trustworthy evaluation results.

A language model that can extract explanation and
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teaching moves would be helpful for didacticians to self-
check and scale up assessments. This is why I am
also looking into evaluation measures for generated text,
specifically those for measuring how close teachers stick
to lesson planning (Feldhus et al., 2024) and accessibility
such as readability (Hsu et al., 2024).

Several works have pointed out the difficult of us-
ing neural language models for the purpose of tutoring
(Macina et al., 2023; Wang and Demszky, 2023). A fi-
nal goal would be personalized tutoring chatbots that are
aware of the user’s personality and can adapt their ex-
planatory processes to the expertise and mental model of
the user (Fernau et al., 2022).

2 Spoken dialogue system (SDS) research
I believe that SDS research play a vital role in many do-
mains, such as medicine (clinical decision support) and
journalism (fact checking). Assistants have a growing
presence in our everyday lives and they need to be trust-
worthy and accountable. Faithful explanations that are
grounded in the data, architecture and documentation of
the models need to accompany dialogue systems for that
reason.

In the coming years, SDS research needs a higher fo-
cus on user studies and human evaluation rather than ar-
chitectures, scaling and exuberant claims of emergent ca-
pabilities or agency. With a focus on evaluation and the
collection of valuable resources for the growing range of
downstream tasks and with the purpose of filling press-
ing gaps in a multilingual landscape, we can mitigate the
actual and present risks for society from uncontrolled sys-
tems that already extrude falsehoods and augment harm-
ful biases.

3 Suggested topics for discussion
• How should we design effective explanatory dia-

logue and conversational XAI systems?

– Under which circumstances can they depend on
LLMs?

– What findings from other disciplines such as
didactics and argumentation should we take
into account when building such systems?

• How can the quality of explanation dialogues be
evaluated?

• Are LLMs reliable and trustworthy tutoring sys-
tems?
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