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1 Research interests

My research interests lie in the area of how users feel
when using spoken dialogue systems (SDSs), including
measuring user satisfaction and scoring naturalness of
voice conversation such as speed, tone, response timing,
and turn-taking events. In my ongoing master’s thesis, I
am working on response timing estimation.

As a research engineer in a company, I have been
working on quality assurance for the Intelligent Language
Learning Assistant (InteLLA) system, a virtual agent pro-
viding English proficiency assessments through oral con-
versations (Matsuyama et al. (2023)). The quality assur-
ance for this system is towards consistently making users
feel "Wow!". In the conversation with a virtual agent, the
quality of the animation as well as the voice is important.
I am trying to define the metrics for each critical point
one-by-one based on the user satisfaction. There are also
the viewpoint of cost efficiency when building SDSs on
a large-scale. Building a framework that optimizes costs
while maintaing user satisfaction is critical to long-term
SDS operation.

1.1 Response Timing Prediction

Response timing has important role for SDS for not only
the impression but also the intention of the utterance. For
instance, the experience by Roberts and Francis (2013)
showed the perceived willingness begins to drop after
600ms, and then clearly and significant steps down from
700 to 800 ms, and the corpus analysis by Kendrick and
Torreira (2015) suggests the proportion of dispreferred
actions is significantly greater than that of preferreds in
case of the responses after approximately 700 ms and the
gaps longer than the norm (>300 ms) decrease the likeli-
hood of an unqualified acceptance.

Researchers built models to predict the actual response
timing using LTSM (Roddy and Harte (2020)), with
syntactic completeness prediction model (Sakuma et al.
(2023)). Although most response timing estimation mod-
els are regression models, even if the error is the same at
200 ms, the influence of the error at 400 ms and 1500 ms
is different. Furthermore, it is hard to confirm how much
the error will affect human perceptions. I would like to

deal with the difficulty of the response timing perception
of humans utilizing deep neural network models.

Besides, several previous studies have indicated that
the distribution of response timing varies depending on
the conversation situation, such as the nature of conversa-
tions such as task-oriented or not (Levinson and Torreira
(2015)) and the speaker’s language (Stivers et al. (2009)).
Therefore, when applying timing estimation models to
SDS, we must also consider where the application will
be located.

1.2 Future Turn-taking Prediction

The faster turn-taking event prediction with high accu-
racy, the more inference cost can be used for the quality
for the actions of SDSs at the turn-take. If enough time
can be used for inference, the inference cost may also be
used not only for the actions but also for user adaptation
or adjustment of response timing. Therefore, future turn-
taking prediction is crucial for SDSs.

Ekstedt and Skantze (2022) proposed Voice Activ-
ity Projection (VAP) model forward to predicting future
voice activity. The predictive task of VAP uses VAP win-
dow, which is discretized into a fixed number of bins as
each bin indicates the probability whether the voice is ac-
tive or not. When a VAP window is set to predict future
voice activities, the performance of the task indicates the
ability for future prediction. In the paper, the VAP model
(referred to as the Discrete model in the paper) enumer-
ates each possible configuration of a VAP window as sep-
arate states. In the model, a VAP window can be viewed
as sequence of bits where the total number of states grows
exponentially as 2n_bits. For instance, the number of bins
to 4 for each speaker was in 8 total bits in the paper, thus
the output dimension of the model is 256, indicating 256
different possible states. This discrete method resulted in
high performance on the task related to turn-taking events
in near future (S-pred).

There are extended researches for the VAP model, such
as the CPU inference (Inoue et al. (2024)) and multi-
modal VAP (Onishi et al. (2023)). However, there is some
challenges at real-time inference of turn-taking events in
practice. Raux and Eskenazi (2009) indicates the lower
latency, the more user interruption is caused in an exper-
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iment with the users of an automated call system for bus
information. Moreover, SDSs need an algorithm to ac-
tually trigger a turn-taking cue using the predicted prob-
ability. Ruede et al. (2017) proposed an implementation
using local maximum value within a window of an user
utterance to trigger a backchannel. Although this is one
of the solution for this issue, the window is only used for
the model producing the local maximum value curve such
as LSTM, not VAP, and a delay occurs because there is a
margin between the maximum value in the window and
the end of the window. Lala et al. (2019) showed an im-
plementation using consecutive positive predictions as a
turn-taking cue. However, this model aims at turn-taking
that combines filler and eye-gaze, it thus needs to be ver-
ified whether it can be applied to VAP.

1.3 Allowable Threshold for Overlap

Skantze (2021) explains overlap has two types: cooper-
ative and competitive overlap. There is so far very little
work on how to produce cooperative overlapping speech,
and there is a system regarding overlap in DeVault et al.
(2009), in order to help the user to complete the sentence,
possibly overlapping with the user’s speech. However,
the system often resulted in the agent being perceived as
barging in and interrupting the user’s speech. Unlike co-
operative overlaps, competitive overlaps need some kind
of resolution mechanism (to determine who should get
the floor).

I wondered how much the competitive overlap of SDSs
is bad. How much does overlap affect SDS user expe-
rience (UX)? Is it enough to add resolution mechanism
even if the overlap occurs many times? Is there a way
to get users to allow the competitive overlap? In a large-
scale usage of SDS, unexpected competitive overlap is in-
evitable. Therefore, I would like to make the metrics how
the effect of the overlap for SDS UX compared with other
violations. Besides, I’m exploring a turn-taking strategy
that get users to allow overlaps.

1.4 Allowable Threshold for Disturbed Video

InteLLA, which is our virtual agent communicates with
the users through video streaming for easy usage to the
person who has less computing resources, so we are man-
aging the computing resources for the animation and the
network resources. Moreover, InteLLA provides English
proficiency assessments, thus the stable conversation is
required. In a large-scale usage of SDS, if the excess op-
timization of computing resources or shortage of network
resources is occurred, the agent turn-taking becomes un-
stable such as disturbed, choppy, delayed, etc. Therefore,
optimizing the costs also requires managing computing
resources and network latency to ensure video quality for
the stable conversation.

However, it is unclear to what extent animation quality

affects proficiency ratings and user satisfaction. More-
over, to the best of my knowledge, there is no solid indi-
cators for the video quality of SDSs. If we measure the
relationship between the resources and the quality pre-
cisely, the users can be use InteLLA at less network re-
sources and InteLLA can work with less computing re-
sources. Therefore, I’m exploring the metrics for pre-
cisely measure of the animation to ensure proficiency rat-
ings and user satisfaction.

There is a reference for quality control indicators re-
garding the video itself. Min et al. (2024) indicates there
is full-reference (FR) or no-reference (NR) analysis. For
assessing corrupted video quality, my research will be
started with FR.

2 Spoken dialogue system (SDS) research
I think the field of dialogue system will become closer
to front-end or game engineering if SDSs are easy to
custom and publish to internet like a cloud service by
an individual in 5 to 10 years. Software for SDSs will
be more complex, and be OS-dependent like browsers,
and well-known software will be utilized without many
people understanding the detailed mechanisms, and some
SDSs will be designed by designers. Over the next 5 to
10 years, the number of software that can use for SDSs
is expected to increase explosively. At that time, I think
what researchers of SDSs should do is understanding the
mechanisms of each modules of SDSs and defining the
evaluation criteria for SDSs to guide engineers to build
stable, secure, and reproducible SDSs. After the next 10
years, the core technologies for SDSs will be expanded
by other modalities such as virtual reality and sensing
technologies. Therefore, even if the SDSs we called to-
day will be generalized, researchers will be required to
extend another modalities for SDSs.

3 Suggested topics for discussion
• How to evaluate the user satisfaction regarding turn-

taking events?

• How to implement future turn-taking prediction in
practice?

• How to evaluate the quality of animation behaviors
in conversations?
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