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1 Research interests
My research interests concern the field of task-oriented
dialogue (TOD) systems, which aim to help users ac-
complish specific dialogue goals (for example, customer
service and booking services) while responding to user
requests. To realize a practical TOD system deployable
in a wide variety of applications, I particularly focus on
optimizing the task completion ability using reinforce-
ment learning (RL) and developing language resources
and exploring multilinguality.

1.1 Optimizing task completion ability
TOD systems process a single input utterance from the
user through a pipeline of multiple modules, such as
natural language understanding, dialogue state tracking
(DST), dialogue policy, and natural language generation
(NLG), before generating the final response.

TOD systems have evolved rapidly in recent years, and
benchmark scores for measuring the accuracy of each
module have improved significantly with the introduc-
tion of deep learning-based methods. However, it is
known that when these modules are combined to form
a pipeline for generating responses and introduced in ac-
tual multi-turn interactions, the task completion perfor-
mance is generally unsatisfactory (Takanobu et al., 2020).
One of the main reasons is that several models are trained
solely on static data and lack robustness to domain shifts
and irregularities that occur in real-world interactions.
Even dialogue systems comprising recent large language
model (LLM)-based modules lack sufficient task comple-
tion performance (Hudeček and Dusek, 2023).

To optimize the real-world task completion ability, RL-
based approaches that learn from successes and failures
in actual explorations are considered suitable. Several
studies have used RL to fine-tune some modules in a di-
alogue system during simulated interactions and improve
their task-completion ability. To achieve a more general
optimization method, I proposed an approach that opti-
mizes post-processing networks (PPNs) through RL to
modify the output of each module post-hoc, rather than
fine-tuning the modules (Ohashi and Higashinaka, 2022,
2023). The PPN-based approach does not require train-
ing each module, making it possible to optimize the task

completion ability even for systems that include mod-
ules that are impossible or difficult to train, such as API-
based, rule-based, and LLM-based. See (Ohashi and Hi-
gashinaka, 2022, 2023) for details on PPNs.

1.2 Language resources and multilinguality
Large-scale TOD datasets are essential for the research
and development of deep learning-based TOD systems.
For English, several large-scale TOD datasets, such as
MultiWOZ (Budzianowski et al., 2018), have been con-
structed and have driven the development of English dia-
logue systems. Recently, some large-scale datasets have
also been constructed in Chinese (Zhu et al., 2020). How-
ever, compared to English, TOD datasets in other lan-
guages are limited. Therefore, the capabilities of multi-
lingual TOD systems are not on par with those in English.
I believe that it is important to build corpora in other lan-
guages and use them to study fundamental technologies
such as DST and NLG.

With this background, I focused on the lack of
Japanese datasets and constructed JMultiWOZ, the first
large-scale Japanese TOD dataset (Ohashi et al., 2024).
The dialogue topics and databases used in JMultiWOZ
are designed to be culturally natural for Japan, and the
dialogues are collected using real-time interactions of
Japanese speakers. We expect that this collection can
avoid naturalness issues such as “translationese” and lack
of cultural adaptation (Ding et al., 2022), which are com-
mon in corpora created by translating MultiWOZ.

In the future, I would like to first investigate how the
system based on JMultiWOZ differs in performance com-
pared to that built by translation-based corpora. More-
over, I aim to advance research on linguistically general
dialogue models and cross-lingual transfer learning for
TOD systems.

2 Spoken dialogue system (SDS) research
Dialogue research in 5 to 10 years In the next 5 to
10 years, I expect the development of dialogue systems
capable of more human-like spoken interaction. Specif-
ically, models with incremental processing for real-time
input and response are anticipated. Rather than the cur-
rent approach where the system waits for complete utter-
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ances from the user, more human-like turn-taking with
overlapping speech and interruptions will be possible.
Furthermore, the development of dialogue systems ca-
pable of human-like grounding based on non-linguistic
modalities such as gestures, facial expressions, and envi-
ronmental context is anticipated. With the acquisition of
such human-like dialogue capabilities, dialogue systems
will be more readily introduced into human society, and I
would like to work on a dialogue system that can evolve
similarly to humans by utilizing the rich experience in
human society through RL.

Differences between academia and industry in SDS
The industry currently invests vast resources to develop
NLP systems using scaling approaches and deploy them
in applications. Dialogue systems are a prime example
of such applications, and this trend is expected to con-
tinue. However, it is challenging for academia to secure
such vast resources. Therefore, in my opinion, academia
should focus on more fundamental research, such as the-
oretical exploration and novel algorithmic study, rather
than ready-to-use practical applications and up-scaling.
Collaboration between industry and academia leveraging
their respective strengths will lead to breakthroughs in
SDS.

3 Suggested topics for discussion
I would like to discuss the following topics:

• In current TODs, labels such as dialogue state can
be defined in detail, but how should we deal with
a more complex dialogue in which it is difficult to
define labels?

• The optimization of dialogue systems through RL
typically relies on user simulators, which are often
costly to implement. Is there an effective approach
to utilize RL without a user simulator?

• Is a domain-specific dataset for each language nec-
essary to build multilingual TOD systems? Or can
LLMs generalize dialogue abilities to other lan-
guages?

• How can we efficiently collect speech and multi-
modal TOD data?
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