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1 Research Interests 

My research interest lies at the intersection of cognitive 
science and dialog system research; more specifically, 
I am interested in the cognitive process of listener re-
sponse generation and aim to implement my model in a 
dialogue system to validate its effectiveness and build 
more human-like dialog systems. 

1.1 Listener response studies 

In everyday conversation, it is generally the principle 
that one person speaks at a time (Sacks et al., 1974). 
However, in reality, listeners do not just listen pas-
sively; they respond with short utterances such as 
"yeah," nods, or laughter. These listener responses are 
referred to as back-channels (Yngve, 1970), continuers 
(Schegloff, 1982), response tokens (Gardner, 2001), or 
reactive tokens (Clancy et al., 1996), and contribute to 
smooth turn-taking and the deepening of relationships. 

It has been found that the frequency of listener re-
sponses is especially high in Japanese (Maynard, 1986; 
Clancy et al., 1996), indicating their important role es-
pecially in Japanese conversations. Additionally, Japa-
nese listeners use a variety of responses. Den and 
Yoshida (2011) extended Gardner's (2001) response to-
kens to Japanese and categorized Japanese response to-
kens into six types: responsive interjections, expressive 
interjections, lexical reactive expressions, repetitions, 
assessments, and completions. 

Dialogue systems that primarily focus on listening 
to the user's speech and providing appropriate responses 
are called attentive listening dialogue systems, and they 
have been the subject of active research (Bevacqua et 
al., 2012; Lara, 2017). There is also a significant 
amount of research on detecting the timing for produc-
ing listener responses (Ward and Tsukahara, 2000; 
Morency et al., 2010; Kawahara et al., 2015). However, 
current attentive listening dialogue systems still face 
challenges regarding the diversity and consistency of 
responses. We believe that the cognitive approach is an 
effective way to address these challenges. 

1.2 Cognitive listener response generation model 

According to Clark's (1996) grounding model, human 
communication consists of four hierarchical levels, 
which he calls action ladders. According to this model, 
at the lowest level of communication, Level 1, the 
speaker executes a behavior such as vocalization or 
movement, and the listener pays attention to it. At Level 
2, the listener recognizes the signal, such as words or 
gestures, produced by the speaker. At Level 3, the lis-
tener understands what the speaker means. At Level 4, 
the listener considers the joint action proposed by the 
speaker. Allwood et al. (1992) also proposed four feed-
back functions similar to these: contact, perception, un-
derstanding, and attitudinal reaction. 

Based on these theory, we hypothesize that the cog-
nitive process of generating listener responses in every-
day conversation also consists of four levels, with 
different types of responses used depending on the level. 
Attention level: Responses at this lowest level indicate 
that the listener is listening to and paying attention to 
the speaker's speech, and are typically observed imme-
diately after disfluencies such as fillers or pauses. This 
is almost synonymous with traditional back-channels. 
Responses at the attention level include responsive in-
terjections (e.g., "yeah" or "uh-huh" in English). 
Word level: This level of responses indicate the listen-
er's understanding or recognition of a certain word pro-
duced by the speaker and are observed after devices that 
induce listener responses, such as rising intonation, 
lengthening, pauses, or eye contact. This includes re-
sponses to try-markers (Sacks and Schegloff, 1979). 
Responses at the word level include not only responsive 
interjections but also expressive interjections and repe-
titions (e.g., "Oh, Mr. Yamada"). 
Propositional information level: Responses at this 
level indicate the listener's understanding, empathy, or 
emotions to a propositional information and are used at 
a position where the propositional information is com-
plete or predictable. While this partially overlaps with 
the continuer (Schegloff, 1982), it differs in that it can 
also be seen within the TCU (Turn Constructional Unit). 
Responses at this level include responsive interjections, 
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expressive interjections, repetitions, lexical reactive ex-
pressions (e.g., "right" or "I see"), and assessments (e.g., 
"scary" or "interesting"). 
Activity level: Responses at this highest level also indi-
cate the listener's understanding, empathy, emotions, 
etc. but are oriented towards activities rather than single 
propositional information. Since responses at this level 
are used at the endpoint of the activity, they overlap 
with sequence-closing devices. Responses at the activ-
ity level include responsive interjections, expressive in-
terjections, repetitions, lexical reactive expressions, and 
assessments. 

However, as with Clark's action ladder, these levels 
are hierarchical, with higher-level reactions encompass-
ing lower-level ones. For example, a response at the 
conclusion of a storytelling not only serves as a re-
sponse to the entire story but also retrospectively indi-
cates that the listener has been attentive to the speaker's 
talk and has correctly understood the individual propo-
sitional information and words that make up the story. 

Traditional studies on predicting listener responses 
have primarily focused only on attention level re-
sponses (Morency et al., 2010; Kawahara et al., 2015). 
The lowest attention-level responses can be generated 
using these traditional prediction methods based on the 
speaker's speech and body movements as features. 
However, generating higher-level responses will re-
quire matching with the system's knowledge base and 
some form of reasoning. 

1.3 Listener response generation using 
knowledge graph and LLMs 

Currently, we are working on implementing the afore-
mentioned cognitive model as a system. In particular, 
we are focusing on developing an architecture that gen-
erates responses based on the listener's knowledge. Our 
proposed architecture consists of system knowledge in 
the form of a knowledge graph and three modules using 
LLMs. 
Information extraction module: This module extracts 
information from the user's utterance and converts it 
into structured data using an LLM. The LLM extracts 
information from the user's utterances and converts it 
into triples consisting of subject, predicate, and object. 
Knowledge comparison module: In this module, the 
user's knowledge is compared with the system's 
knowledge, and the system's knowledge state is deter-
mined. There are five types of system knowledge states: 
complete match when the system has the same triple of 
knowledge as the user, partial match when the system 
does not have the same knowledge but has related 
knowledge that aligns with it, no knowledge when the 
system lacks any related knowledge, partial conflict 
when the system has related knowledge that contradicts 

the user's knowledge, and complete conflict when the 
system holds contradictory knowledge. Whether related 
knowledge aligns with or contradicts the user's 
knowledge is determined by the LLM. For example, 
even if the system doesn't know the exact temperature, 
knowing that it is snowing would be considered having 
related knowledge about the temperature. 
Response generation module: This module generates 
a response using the system's knowledge based on the 
determined knowledge state. If the knowledge state is a 
complete match/complete conflict, the module gener-
ates an agreement/disagreement response. If the 
knowledge state is a partial match/partial conflict, it 
converts the related knowledge into a natural language 
sentence using the LLM and generates a noticing/sur-
prise response. If the knowledge state is a no knowledge, 
it generates an acceptance response. 

2 Future of Spoken Dialog Research 

Interaction is a topic that spans multiple fields and there 
is a wealth of knowledge available on it. However, col-
laboration between these fields has been yet sufficient. 
One reason is the technical challenge of implementing 
the higher-order cognitive processing models con-
structed by linguistics, sociology, psychology and cog-
nitive science into actual systems. However, with the 
advent of LLMs and other technological innovations, 
this issue is gradually being resolved. For example, it 
has become easier for cognitive science researchers like 
myself to create simple dialogue systems to prove their 
hypotheses. In the future, further integration is desirable 
to allow for the effective utilization of each other's in-
sights. 

3 Suggestions for discussion 

• Multimodality: How can speech be integrated 
with other modalities such as paralinguistic in-
formation, gestures, facial expressions, and 
eye gaze? 

• Explainability: To what extent should the dia-
logue system be able to explain its own ac-
tions? How best to use LLMs? 

• Collaboration with other fields: How can we 
contribute to other fields? What do we expect 
from other fields? 
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