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1 Research interests

In dialogue research, I am especially interested in using
knowledge bases and models of dialogue entities to en-
hance dialogue system output. My research focuses par-
ticularly on how graph-structured knowledge underlying
a dialogue system can be created, transformed, and ex-
tended to ground dialogue system output in world knowl-
edge. In addition, I am interested in how logical rule-
based reasoning can play a useful supplementary role in
improving dialogue systems’ understanding of dialogue
context. Although contemporary large language mod-
els exhibit ever more impressive abilities, the problem of
model hallucinations and groundedness in dialogue con-
text remains an outstanding challenge in many applica-
tions (Zhang et al., 2023) that may be addressed in part by
approaches that improve dialogue system access to back-
ground knowledge (Dinan et al., 2018).

In particular, I am interested graph-based dialogue
management for task-oriented dialogue systems, par-
ticularly the use of dynamic knowledge-bases. I am es-
pecially interested in representations of knowledge com-
bining information about the world with dialogue or user-
specific information, e.g. personal knowledge graphs
(Balog and Kenter, 2019), and how dialogue-local infor-
mation can be effectively combined with other sources of
knowledge such as logical rule-based reasoning. In this
sense, I am interested in approaches which combine con-
temporary LLMs with other sources of reasoning, in the
vein of neurosymbolic AI (Garcez and Lamb, 2023).

1.1 Previous and Current Work

In my previous work, I have investigated graph-based
entity-centric models of dialogue management in the
form of conversational entity graphs for SDS in Human-
Robot Interaction (HRI). Such graphs are dynamic
knowledge graphs centered on dialogue entities, which
can be viewed generally as distinct units of information
that may be useful to the system. Physical entities in the
world that are important in situated dialogue can be con-
veniently represented within a graph alongside dialogue-
specific, abstract or ‘virtual” entities (Ultes et al., 2018)
such as calendar events or even conversational intents can

also be represented in the graph, with relations describing
where an event will take place or which entities an intent
refers to. As the dialogue proceeds, the graph of the di-
alogue state can be updated to represent changes in the
entities and relations underlying the dialogue.

My previous work in graph-based dialogue manage-
ment included a combination of probabilistic rule-based
logic programming and neural models. Using ProbLog
(De Raedt et al., 2007), the dialogue state can be enriched
and extended by applying rules expressing common-
sense inferences that can subsequently be verbalized for
use by a language model (Walker et al., 2023). Thus, this
combination of LLMs with logical rules is a hybrid ap-
proach allowing for desired common-sense conclusions
and relevant information to be provided explicitly to the
LLM through verbalization in the dialogue context.

In current research, I am working towards further ex-
tension of methods using the conversational entity graph
to enrich the graph state and retrieve relevant information
for the dialogue system. Where my previous work has in-
vestigated retrieval and verbalization methods combined
with common-sense rules, I am now investigating ways to
extend previous methods to extract relevant information
from larger level graph structures beyond triples, such
as meta-paths and node neighborhoods. As datasets of-
ten lack labels indicating knowledge graph elements that
are relevant for a given dialogue turn, I am developing
methods of knowledge extraction that do not rely on large
quantities of data for supervised learning.

1.2 Future Work

In my future work, I plan to investigate what knowledge
representations are most effective in enabling dialogue
systems to converse naturally with users. Building upon
my previous work, I intend to investigate new models of
dialogue management incorporating abstract knowledge
about the dialogue such as user and system goals and
their interaction with both turn-level information and the
dialogue as a whole. The relation of dialogue entities to
overarching goals and objectives of the system has long
played a role in classic slot-filling methods of dialogue
state-tracking, yet these structures provide only a partial
view of the interplay between these elements of dialogue
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(Cohen, 2019). I am therefore interested in investigat-
ing methods which provide system decision making and
output with stronger grounding in dialogue knowledge to
provide more consistent and reliable responses. I believe
contemporary LLMs provide an opportunity to combine
the strong generative capabilities of these models with a
more robust understanding of both user intentions, sys-
tem purpose and goals, and situational knowledge that
can enable more naturalistic and robust dialogue systems.

2 Spoken dialogue system (SDS) research

Within SDS research in general, I believe the latest LLMs
that accommodate multimodal input will be a central area
of investigation. The degree to which such models are
able to reason over diverse sources of multimodal infor-
mation appears likely to be an important topic (Wang
et al., 2024), and it may be of use to integrate external
modules to refine their input and output in order to as-
sist in areas in which these models fall short. The use of
external tools and integration of different modules with
LLMs seems likely to be an important area of research
in the future due to the difficulties in fine-tuning and re-
training such models. It will also likely continue to be
important for research to focus on language model ex-
plainability and deeper understanding of the transformer
architecture.

3 Suggested topics for discussion

• Neurosymbolic AI: How can the latest LLMs (in-
cluding multimodal models) interact with logic-
based decision making? What role can classical
rule-based or logical decision making play in the
current era of extremely large language models?

• Intentionality: What ways might we impart more in-
tentionality or illocutionary intent to dialogue sys-
tems? Would a system that has some facsimile of
such intentionality be likely to perform better at
tasks or behave more naturally?

• Adapting System Behavior: What approaches are
most effective for adapting system behavior to a task
or situation when fine-tuning is not an option? Is
prompt optimization sufficient to desired induce sys-
tem behavior in all contexts? If not, which areas re-
main a challenge?
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