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1 Research interests
My research interests broadly lie in the influence of artifi-
cial intelligence (AI) agents on human decision-making.
Specifically, I aim to develop applications for conver-
sational agents in decision-making support. As part
of this focus, during my master’s program, I focused on
supporting review writing and developed a system that as-
sists in writing user reviews using an interview dialogue
system. In this approach, the conversational agent first
gathers product information such as users’ impressions
and opinions during the interview, to create reviews, fa-
cilitating the review writing process. Additionally, I con-
ducted a comprehensive evaluation from the perspec-
tives of system users and review readers. Although ex-
perimental results have shown that the system is capable
of generating helpful reviews, the quality of the reviews
still depends on how effectively the agent elicits the infor-
mation from users. Therefore, I believe that personalizing
the agent’s interview strategy to users’ preferences re-
garding the review writing process can further enhance
both the user experience and the helpfulness of the re-
view.

1.1 AI-assisted decision-making
In our daily lives, other people’s persuasion or sugges-
tions can affect how we make decisions. While these
words can encourage beneficial decision-making, they
can also lead to poor choices. For example, a friend’s
recommendation of a movie may prompt you to watch it,
but your experience of the movie might be either satisfy-
ing or disappointing.

Decision-making support in AI applications aims to as-
sist humans in making optimal choices by providing in-
formation and suggestions. The tasks it targets are wide-
ranging, including recommendations (He et al., 2017),
reservations (Budzianowski et al., 2018), e-mail writing
(Fu et al., 2023), review writing (Bhat et al., 2023), and
creative support for screenplays (Mirowski et al., 2023).

1.2 Evaluation method for AI agents
Decision-making tasks often have no absolute correct an-
swers. Therefore, offline evaluations using datasets with
ground-truth labels have limitations, making actual user
studies crucial. In recent years, user studies have been

conducted actively via crowdsourcing platforms such as
Amazon Mechanical Turk,1 where participants typically
use the system and provide feedback in exchange for
compensation. Post-surveys such as questionnaires and
interviews in the user study, allow us to measure user sat-
isfaction.

When designing user study experiments, researchers
must appropriately determine the demographics of the
subjects and the amount of feedback to collect. For exam-
ple, my experiment targeted 100 Turkers per condition.
Similarly, Mirowski et al. (2023) focused on 15 theatre
and film industry professionals who have worked in TV,
while Fu et al. (2023) targeted 40 participants per condi-
tion. User studies can provide direct feedback on partic-
ipant satisfaction, but it remains challenging to collect as
much data as in offline evaluations. A small sample size
can lead to reproducibility issues. I argue that a careful
design is necessary to accurately measure effectiveness
when the amount of collected data is limited. In addition,
it is important to properly analyze the collected data and
clearly indicate the scope to which the resulting conclu-
sions can be applied.

1.3 Constructing an interview dialogue system
In interview dialogue, the interviewer aims to elicit in-
formation from the interviewee. Existing research has
shown that conducting surveys using a chatbot platform
can yield higher-quality responses than using a Web sur-
vey platform (Kim et al., 2019). In cases where informa-
tion collection is crucial, such as in my research, inter-
view dialogue systems can be a promising option.

An interviewer skillfully eliciting information from the
interviewee is desirable, and researchers have used hu-
man evaluation to measure this ability (Zeng et al., 2018;
Okahisa et al., 2022). One effective way to develop an
interview dialogue system with such capabilities is to in-
corporate dialogue strategies. For example, follow-up
questions are a skill possessed by competent interview-
ers. This skill is effective in eliciting more detailed infor-
mation when the interviewee’s responses are ambiguous
or too concise. Additionally, changing the topic during
the interview dialogue allows for the collection of a wide
range of information.

1https://www.mturk.com
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Another way to conduct effective interviews is by
adapting the interview dialogue system to the intervie-
wee. This personalization allows the system to gen-
erate more relevant questions by considering the user’s
background, preferences, and behaviors. The interview
dialogue system I developed elicits feedback and opin-
ions from the interviewee about their experiences using
a product. In this case, for example, personalizing the
system to the interviewee enables it to elicit evaluations
compared to products the interviewee has used in the past.
An interesting question is how to extract user information
and whether such a dialogue strategy can be generalized
to other tasks and situations.

2 Spoken dialogue system (SDS) research
I expect that in the future, Spoken Dialogue Systems
(SDSs) will have a more significant impact on human
decision-making. Although text-based dialogue systems
can control vocabulary, SDSs also can control intonation
and tone. This controllability expands the range of ex-
pression in system responses, enhancing both approacha-
bility and persuasiveness. I believe this will also help im-
prove task success rates in task-oriented dialogue (ToD).
Achieving these advancements requires the development
of speech synthesis technology that can incorporate into-
nation and tone, as well as technology that can accurately
understand users’ emotions and intentions.

3 Suggested topics for discussion
Here are some topics to discuss:

• What new possibilities can be enabled by extending
current ToD systems to be multimodal?

• How can we ensure data privacy when personalizing
SDSs?

• What methods are available for personalizing non-
textual information in multimodal dialogue agents?
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