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1 Research interests

Emotion recognition is vital for improving the quality of
human–human and human–machine inter- actions. Espe-
cially in spoken dialogue systems (SDSs), responses can
be generated by predicting users’ emotions and consid-
ering their intentions. The response content can change
depending on the user’s emotion for similar utterances,
allowing for natural communication. However, emotion
recognition remains a challenging task, and responses
based on incorrect emotion predictions can significantly
impair the user experience.

One of my research interests is multimodal emotion
recognition. Studies have proposed several emotion
recognition models using multiple modalities to improve
recognition accuracy (Sun et al., 2023; Wu et al., 2023;
Yang et al., 2023). Multimodal emotion recognition mod-
els perform better than unimodal ones.

Another area that caught my attention is personaliza-
tion in the emotion recognition task. Specifically, meth-
ods for personalization without fine-tuning have been re-
cently proposed (Tran et al., 2023). Personalization with-
out fine-tuning can greatly improve the utility and user
experience of dialogue systems.

1.1 Speech Emotion Recognition

Speech emotion recognition models have improved year
by year through various efforts. Zou et al. (2022) pro-
posed an emotion recognition model that uses three types
of acoustic information as input: raw waveform data,
Mel-Frequency Cepstrum Coefficient (MFCC), and spec-
trogram. This model extracts features from the three
acoustic data types and fuses the extracted features with
a coattention mechanism. Kim et al. (2022) developed a
model that combines the focus attention mechanism and
the calibration attention mechanism. This proposed at-
tention mechanism allows us to focus more on the im-
portant regions in the feature space of speech data. Pan
et al. (2024) proposed a model that uses contrastive learn-
ing and gender information. Using information other than
speech for prediction, such as gender information, is im-
portant for improving accuracy. Hence, many proposed
models use text and video in addition to speech.

Although several multimodal models have been pro-

posed that use video, text, and speech as input (Sun et al.,
2023; Wu et al., 2023; Yang et al., 2023), their use is
currently limited to video analysis and other applications
that do not consider real-time performance because of the
high computational complexity of handling video. In an
SDS, it is difficult to use all the user’s video images dur-
ing speech because the speed of emotion recognition is
important.

Furthermore, a multimodal dataset is more expensive
to create than a unimodal dataset. Therefore, multimodal
emotion recognition datasets are not available, but many
cases have dealt with emotion recognition datasets with
facial expressions and speech. Against this background, I
aim to construct a multimodal emotion recognition model
with facial expressions and speech using emotion recog-
nition datasets for each modality. I construct a multi-
modal emotion recognition dataset by pairing similar la-
bels from each dataset and trained a multimodal model. I
compare the difference in performance between the mul-
timodal model trained on the constructed dataset and the
model trained on the unimodal dataset to confirm the ef-
fectiveness of the method.

1.2 Personalization
Typical speech emotion recognition tasks aim to predict
emotion labels such as happiness, sadness, anger, and
neutral. However, these labels often fall short of cap-
turing the complexity of human emotions. An alterna-
tive approach is to use emotion attributes as suggested by
core affect theory (Russell, 2003). Emotion attributes are
represented as continuous scores in dimensions such as
arousal (calm versus active), valence (unpleasant versus
pleasant), and dominance (weak versus strong) for more
nuanced expressions of emotions.

The prediction of valence is known to heavily depend
on the speech characteristics of individual speakers, mak-
ing it more challenging than predicting the other two at-
tributes (Sridhar et al., 2018). However, adopting per-
sonalization techniques can address the variability in ex-
pression among different speakers. This approach allows
for accurate predictions by considering each speaker’s
unique features.

Sridhar and Busso (2022); Tran et al. (2023) showed
that prediction accuracy can be improved by embedding
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speaker characteristics from training data and identify-
ing speakers with similar characteristics in test data. This
method necessitates that the training data include a di-
verse array of speakers. If the training data does not con-
tain a sufficient number of speakers, adding new trainable
speaker data may be necessary. In such cases, existing
methods require retraining not only the speaker embed-
ding module but also the speech encoder weights after
each data addition.

To address this, I introduce the concept of continuous
prompt tuning, in which speaker prompts are added to the
inputs of each speech encoder layer. In this approach, the
weights of the speech encoder are frozen, and only the
speaker prompts are updated to learn the speaker’s char-
acteristics. This allows for the addition of new speaker
data without retraining the weights of the speech encoder.

2 Spoken dialogue system (SDS) research
Recently, the development of large language models has
made it possible to perform tasks that had been con-
strained by technical limitations and costs and has al-
lowed us to achieve high performance in demanding
tasks. For example, in natural language processing, tasks
such as document summarization, translation, and ques-
tion–answering systems, which were considered chal-
lenging, can now be executed with high accuracy. This
advancement has allowed for various practical applica-
tions such as information retrieval and customer support.

However, many unresolved challenges remain. One
significant difficulty is the integration and consistent pro-
cessing of multiple modality information (e.g., text, im-
ages, audio). Effective methods to model the interactions
between these modalities are not yet fully established.

Additionally, there is a demand for the rapid process-
ing of such diverse information. Current models con-
sume a vast computational resources, making real-time
response challenging. In speech dialogue systems, un-
derstanding the user’s intent quickly and accurately is
paramount; any latency can degrade the user experience.
Hence, improving computational efficiency remains a
critical research area.

Moreover, current models have limitations in accu-
rately understanding human intent and emotions. While
many language models are trained on large datasets and
are adept at understanding general patterns and contexts,
they continue to struggle with grasping subtle nuances
and emotional changes in specific situations. For in-
stance, they may misinterpret sarcasm or the use of poly-
semous words.

Future research will resolve these issues and further
advance SDSs. If technology can be established to man-
age multiple modalities of information in an integrated
manner and process it at high speed, a system that can un-
derstand the user’s intentions more accurately will be re-

alized. In addition, if emotions and intentions can be ac-
curately captured, more natural and humanlike dialogue
will be possible. As a result, SDSs are expected to find
applications in a wide range of fields, including medicine,
education, and entertainment.

3 Suggested topics for discussion

I suggest discussing the following:

• How can we improve the accuracy of emotion recog-
nition in SDSs?

• What are the challenges in multimodal emotion
recognition?

• Can personalization be applied to tasks other than
speech emotion recognition tasks?

• How can reinforcement learning be used in dialogue
systems?
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