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1 Research interests

My research interests lie generally in dialogue ontology
construction, that uses techniques from information ex-
traction to extract relevant terms from task-oriented di-
alogue data and order them by finding hierarchical rela-
tions between them.

1.1 Dialogue Ontology Construction

Building ontologies for dialogue systems manually is ex-
pensive and time consuming (Budzianowski et al., 2018).
The ontology is mainly needed by the dialogue state
tracking module of task-oriented dialogue (TOD) sys-
tems (Heck et al., 2020; van Niekerk et al., 2021), but
also important for user simulation Lin et al. (2023). The
ontology covers structured information about domains
(e.g. hotel), slots (e.g. price range) and values (e.g. ex-
pensive), while other conversational aspects such as user
emotion can also be part of the dialogue state (Feng et al.,
2023). However, generally TOD systems are limited to
the knowledge in the ontology, limiting their application
to new domains (Feng et al., 2024). Automating parts
of the ontology annotation process can thus increase the
scalability of TOD systems by making them easier to ap-
ply to new domains and unseen data. This is especially
interesting when aiming to continually update a TOD
system with new knowledge automatically in continual
learning setups (Geishauser et al., 2024). Another pos-
sibility might be to improve a automatically constructed
ontology using label validation approaches from active
learning (van Niekerk et al., 2023), since the constructed
ontologies come with a significant amount of noise.

Information extraction (IE) aims at structuring infor-
mation from text data and there are normally two main
steps, named entity recognition (NER) and relation ex-
traction (RE) (Genest et al., 2022). Automatic ontology
construction can be considered a form of IE for task-
oriented dialogue. Ontology construction is about au-
tomating the process of building ontologies, rendering
manual annotation unnecessary while saving time and
making larger portions of unstructured data usable, so the
system is able to include new domains, slots and values to
talk about dynamically. The process can be separated into

three steps, although you can split them up further into
more fine-grained steps as well (Toledo-Alvarado et al.,
2012; Cimiano et al., 2006):

1. Term extraction: extracting relevant domain, slot
and value terminology in the textual data and finding
concepts

2. Relation extraction: predicting hierarchical rela-
tions between the concepts, organising them into do-
mains, slots and values

3. Disambiguation: ordering the found concepts
based on their context such that words with similar
meaning or domain end up in the same group, e.g.
“expensive” and “high-end”

There are approaches focussing on different steps of
the construction process, such as term extractors relying
on frequency (Sclano and Velardi, 2007) or induce slots
in a data-driven fashion (Qiu et al., 2022). Others ex-
tract relevant slots and inducing an ontology hierarchy
(Hudeček et al., 2021), which then can be directly used
to train a model on a downstream-task, like dialogue state
tracking and response generation (Yu et al., 2022) based
on the induced slot-schemas.
Apart from that there are also approaches that aim at mak-
ing state tracking models more versatile and able to han-
dle unseen data (Heck et al., 2022). Furthermore the ad-
vent of large language models (LLMs) enables even bet-
ter generalisation to unseen tasks and domains, such as
dialogue state tracking in a zero-shot fashion (Heck et al.,
2023).

1.2 Term Extraction
The first step of ontology construction, term extraction
aims at capturing all regions of interest in textual data,
maximising recall (Nakagawa and Mori, 2002; Wermter
and Hahn, 2006). The problem in this first step is that the
precision is quite low, which makes additional process-
ing or filtering of non-relevant terms necessary before
proceeding with the next step (Frantzi and Ananiadou,
1999). In my research so far I mainly focus on improving
the extraction process in terms of precision while keeping
the recall at a high level so that less filtering is necessary.

https://renatovukovic.github.io
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Furthermore my goal is to develop a term extractor with
better generalisation capability to use it on different kinds
of datasets, which cover a lot of different domains.

For this goal my group investigates potentially domain-
agnostic features of the word embedding space that cap-
ture the meaning and the relevance of potential terms.
This term extractor model should get terms in a way
such that the follow-up steps are as easily feasible as
possible to be able to improve the whole ontology con-
struction process in the long-term. Investigated features
include features obtained from pre-trained masked lan-
guage models and ones obtained by applying mathemat-
ical tools like topological data analysis on the word em-
bedding space to find meaningful structures. The mod-
els trained on these features show good zero-shot trans-
ferability to the much larger schema-guided dialogue
(SGD) dataset (Rastogi et al., 2020) on the term extrac-
tion task (Vukovic et al., 2022) when trained on Multi-
WOZ (Budzianowski et al., 2018) as seed dataset. The
performance of the term extractor can be further im-
proved by computing them on a contextual level rather
than on a global static level (Ruppik et al., 2024).

1.3 Relation Extraction and Disambiguation
In relation extraction, we consider three hierarchical re-
lations between domains and slots, domains and values,
and slots and values respectively that have to be predicted
between terms. Furthermore, we consider an equivalence
relation between terms of the same category in order to
disambiguate semantically equivalent terms, such as “ex-
pensive” and “high-end” as price values. In our initial
set-up we predict all the given relations jointly with one
model, although experimental results might suggest that
more emphasis on disambiguation might be needed. Note
that another possibility is to infer the ontology hierarchy
via clustering (Yu et al., 2022), which is not in line with
most information extraction approaches.

By utilising such general structural relations, our goal
is to utilise existing annotated datasets in order to extract
semantic information in the form of an ontology on un-
seen data. In our research on ontology relation extrac-
tion, we experiment with updated decoding mechanisms
for language models, such as constrained generation and
chain-of-thought (CoT) decoding (Wang and Zhou, 2024)
in order to improve generalisability of few-shot prompted
and fine-tuned language models. In a transfer learning
set-up we show that constrained chain-of-thought decod-
ing improves performance of a language model trained
on MultiWOZ as seed dataset and SGD as target dataset
(Vukovic et al., 2024).

2 Spoken dialogue system (SDS) research
Understanding and acting upon natural language is one of
the earliest challenges for artificial intelligence (AI), as it

is part of the Turing test (Turing, 1950). Spoken dialogue
system research evolved from the goal of solving the Tur-
ing test to solving more specific problems related to lan-
guage, which in my opinion is one of the most important
means for human communication and learning. I think
SDS will become more and more incorporated in every-
day life as you can already see in personal assistants, such
as Siri or Amazon’s Alexa. As long as they add value to
the life of their user by making it more comfortable or
make a personal secretary affordable to broader parts of
the society, as they are much less expensive than paying
real humans for the more and more tasks the systems are
capable of.
Language is one of the main means human learning after
mastering their mother tongue, since even movements to
learn are normally accompanied by descriptions in lan-
guage. This observation makes me assume that AI ca-
pable of understanding and acting upon language in a
human-like manner might learn from the same sources
humans learn from (Lynn and Bassett, 2020). This ac-
complishment would make large amounts of textual data
usable for training large models with general knowledge
and abilities. Altogether this assumption shows the great
potential which lies in SDS research.
In my opinion, it is really hard to forecast what will hap-
pen in 10 years time, as there can be large jumps of
progress if certain milestones are reached.

3 Suggested topics for discussion
• What degree of supervision is needed to extract se-

mantic information from text and build an ontology?

• How can we leverage existing annotated data to
structure information on unseen data?

• How to update the ontology of a model dynamically
while interacting with users?

• What can you take from human learning and inter-
action from and with speech to adapt in spoken dia-
logue systems?

• Which architectures and training approaches are
best suited for ontology relation extraction?



55

Biographical sketch

Renato Vukovic is currently a
second year PhD student work-
ing on dialogue ontology con-
struction for task-oriented dia-
logue under the supervision of
Prof. Milica Gašić at Hein-
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2022. Dialogue term extraction using transfer learning
and topological data analysis. In Oliver Lemon, Dilek
Hakkani-Tur, Junyi Jessy Li, Arash Ashrafzadeh,
Daniel Hernández Garcia, Malihe Alikhani, David
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