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1 Research interests

My research focus on Visual Dialogues and Generalized
Visual-Language Grounding with Complex Language
Context. Specifically, my research aim to utilize Large
Language Models (LLMs) to build conversational agents
capable of comprehending and responding to visual cues.

Visual-Language Pre-trained (VLP) models, primar-
ily utilizing transformer-based encoder-decoder archi-
tectures, are extensively employed across a range of
visual-language tasks, such as visual question answering
(VQA) and referring expression comprehension (REC).
The effectiveness of these models stems from their robust
visual-language integration capabilities. However, their
performance is constrained in more complex applications
like multimodal conversational agents, where intricate
and extensive language contexts pose significant chal-
lenges. These tasks demands language-only reasoning
before engaging in multimodal fusion. In response, my
research investigates the application of Large Language
Models (LLMs) with advance comprehension and gen-
eration capabilities to enhance performance in complex
multimodal tasks, particularly multimodal dialogues.

In brief, my work in visual dialogues revolves around
two major research questions. i) How to redefine visu-
ally grounded conversational agent architectures to ben-
efit from LLMs ii) How to transfer the large body of
knowledge encoded in LLMs to conversational systems.

1.1 End-to-end multi-modal conversational agents
with Symbolic Scene Representation

The SIMMC 2.0 (Kottur et al., 2021) is a multi-modal
task oriented dialogue proposed as part of DSTC-10 chal-
lenge with the goal of facilitating task oriented dialogue
system which can understand visual context in addition
to the linguistic context. This is challenging compared
to both text-only dialogue datasets (such as ()) and im-
age querying dialogue (such as ()) due to the simultane-
ous presence of signals from multiple modalities, which
a user can refer to at any point in the conversation.

Despite the inherent complexity of multimodal dia-
logues, our work; (Hemanthage et al., 2023) introduce
SimpleMTOD, which recasts all sub-tasks into a sim-

ple language model. In (Hemanthage et al., 2023) , we
represent the visual information in a symbolic manner.
SimpleMTOD combines de-localized object representa-
tion with token based spatial information representation.

However, (Hemanthage et al., 2023) and most other
works on multimodal dialogue systems (Chen et al.,
2023; Long et al., 2023) make a key unrealistic assump-
tion in their inference processes. They assume the avail-
ability of a predefined catalog of items that may appear in
a scene, and that this catalog remains fixed from training
to inference. Our current work (Hemanthage et al., 2024)
focus on addressing limitations in real-world applicabil-
ity due to these unrealistic assumptions.

1.2 Modular multi-modal conversational agents
with Pseudo-Labelling

End-to-end modeling with multimodal fusion has demon-
strated significant advancements in various visual-
language tasks, including phrase grounding (Plummer
et al., 2015), referring expression comprehension (REC)
(Yu et al., 2016; Nagaraja et al., 2016), and open vocabu-
lary object detection (Gu et al., 2021). However, the ap-
plicability of these methods is limited when the language
context is sophisticated, as in visual dialogues.

Modular approaches presents several advantages for
the more complex multi-modal dialogue task. Firstly,
modules can be designed to enable explicit text-only rea-
soning over the dialogue context, which is crucial in vi-
sual dialogue systems. Secondly, the modular approaches
can mitigate the challenges posed by lengthy language
contexts by summarizing the language context to extract
only the essential information for the task before visual-
language fusion.

Despite the advantages, a key challenge of the mod-
ular approach is the lack of annotated data for training
intermediate modules. To address this, our work (He-
manthage et al., 2024), explore semi-supervised learning
(SSL) setup where pseudo-labels generated by prompting
a Large Language Model (LLM) serve as training targets
for intermediate modules. Although our work focuses on
Ambiguous Candidate Identification (ACI) in multimodal
dialogues, the general approach of modularization with
LLM-based pseudo-labelling can be extended to other
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complex multimodal tasks with long language context.

2 Spoken dialogue system (SDS) research

Considering the remarkable advancements in artificial in-
telligence (AI), particularly with the emerge of large lan-
guage models (LLMs), I anticipate that spoken dialogue
systems (SDS) will soon become the preferred and most
widespread form of human-machine interaction, overtak-
ing touch and type-based systems. Moreover, I foresee
the next generation of dialogue systems shifting their fo-
cus towards an embodied setting, moving away from the
traditional mobile-phone-based voice assistants. These
dialogue-guided embodied agents are expected to have
capabilities extending from performing simple household
chores like cooking and cleaning to serving as assistants
in shopping malls or as receptionists in banks

While being optimistic about the future, it’s crucial for
us as young researchers to have a thorough understanding
of the major limitations of current spoken dialogue sys-
tems (SDS) and to focus on overcoming these barriers.
In my view, the limited capabilities of current dialogue
models to ground multimodal information, especially in
the presence of lengthy and sophisticated linguistic con-
texts, represent a significant obstacle to the progress of
SDS.

Furthermore, the data intensive nature of current
visual-language models is a key factor that hinders the
adaptations of SDS for multi-modal settings. However,
the emergence of LLMs and Multimodal LLMs, which
can be fine-tuned with limited amount of data, offers a
promising avenue for overcoming these challenges.

3 Suggested Topics for Discussion

• How can multimodal dialogue systems benefit from
large language models (LLMs)?

• What are the challenges of using LLMs as anno-
tators or pseudo-label generators for unimodal and
multimodal dialogues?

• How can knowledge distillation from LLMs con-
tribute to building generalized multimodal dialogue
systems?

• End-to-end or Modular: Should we reconsider mul-
timodal dialogue architectures in the era of LLMs?

• How can we use function-calling abilities of LLMs
to build multimodal conversational agents?

• How can we develop a multimodal Large Language
Model capable of multi-turn dialogues across multi-
ple modalities?
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