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1 Research interests
The ultimate goal of my research is to develop human-
like chat-oriented dialogue systems that establish long-
term connections with users by satisfying their need for
communication and affection. To achieve this, dialogue
systems need to accurately understand the user’s mental
state and generate appropriate responses. However, most
of the current dialogue systems interact with users relying
solely on text or speech, which is insufficient for estimat-
ing the user’s mental state.

Therefore, to enable dialogue systems to accurately
capture the user’s mental state, we focus on two areas:
construction and utilization of multimodal datasets in
human communication and real-time multimodal affec-
tive computing.

1.1 Construction and utilization of multimodal
datasets

The primary interests of our group include processing and
analyzing multimodal information in dialogue.

In face-to-face human communication, we inherently
use verbal information, such as language and speech,
and non-verbal information, including facial expressions,
gaze, and gestures, to convey our intentions and ideas.
The combination of these multiple modes of informa-
tion is termed multimodal information. By comprehen-
sively processing and analyzing multimodal information,
human intentions and emotional states can be accurately
comprehended during communication.

Several multimodal dialogue datasets have been con-
structed to date. For example, IEMOCAP (Busso et al.,
2008) is a script-based human-human dialogue dataset
containing speech, video, and facial motion capture.
RECOLA (Ringeval et al., 2013) is a dataset that in-
cludes audio, visual, and physiological recordings regard-
ing a collaborative dialogue task. Hazumi (Komatani
and Okada, 2021) is a human-agent multimodal dialogue
corpus containing audio, visual, and physiological data.
However, these datasets lack comprehensive multimodal
information during dialogue, which limits the scope and
depth of research that can be conducted.

Consequently, our research group has collected a
Japanese human-human dialogue dataset comprising a
wide range of modalities, including speech, video, phys-

iological signals, gaze, and body movement, as well as
subjective evaluations of the interlocutor’s emotional va-
lences. All data are synchronized with timestamps. Fur-
thermore, we analyzed the relationships between various
physiological signals and subjective evaluations (Jiang
et al., 2024). In future work, we plan to extend the analy-
sis beyond physiological signals to understand and model
various phenomena that occur in natural human commu-
nication.

1.2 Real-time multimodal affective computing

We also focus on developing a model that can detect or
predict the interlocutors’ emotional state in real-time for
spoken dialogue systems.

In the field of affective computing, sentiment analy-
sis and emotion recognition are combined to detect and
model human emotional behavior. Most multimodal
affective computing approaches in dialogue use text,
speech, and video to identify the emotional state of the
interlocutor. However, relying solely on this observable
information makes it challenging to correctly recognize
subtle emotional changes when the interlocutors do not
explicitly express their emotions.

To address this limitation, extensive research (Katada
et al., 2020; Keren et al., 2017) has been conducted on
identifying an interlocutor’s emotional state using physi-
ological signals, such as heart rate and electrodermal ac-
tivity. However, these studies typically conduct affective
computing at the utterance or sentence level and do not
consider the real-time nature of the user’s mental state,
which is essential for dialogue systems.

Therefore, we seek an effective method for data pro-
cessing and multimodal feature fusion to construct a real-
time emotion estimation model that leverages audiovi-
sual information and physiological signals. Such a model
needs to identify patterns that are generalizable across
users. However, emotional expression varies significantly
among individuals and is influenced by factors such as
culture and personality. These individual differences are
critical in affective computing and cannot be disregarded.
Future studies should also consider models that adapt to
individual users while preserving generalizability across
diverse users.



61

2 Spoken dialogue system (SDS) research
Recently, large language models (LLMs) have signif-
icantly improved the understanding of user input, re-
taining long-term contextual information and generating
more fluent responses. They have also demonstrated
the capability to recognize human emotions (Tak and
Gratch, 2023). Building on these developments, multi-
modal LLMs (MM-LLMs) that process multimodal in-
puts and outputs across various modalities such as text,
audio, and video, have undergone widespread develop-
ment. Most current MM-LLMs are primarily employed
to assist users with specific tasks such as image editing
(Zhang et al., 2024); their potential to understand human
emotions is also promising.

In the future, MM-LLMs capable of establishing long-
term connections with users may be developed, which
can access users’ intentions and emotional states and re-
spond accordingly. Furthermore, future dialogue systems
might be widely integrated into humanoid robots. This
integration could significantly enrich user-system inter-
actions, for instance, by incorporating haptics, which has
the potential to enhance user immersion and engagement
during interactions with dialogue systems (Minato et al.,
2023).

3 Suggested topics for discussion
I would like to discuss the following topics:

• What are the possible applications of a dialogue sys-
tem that can acquire physiological signals?

• What would a dialogue system that builds long-term
relationships with humans look like? What kind
of appearance, interaction interface, and qualities
would it possess?

• Assuming the existence of a dialogue system that
can establish a long-term connection with humans,
which would be more desirable: a dialogue system
that has its personality and emotions, including the
possibility of getting angry, or a dialogue system
that solely focuses on satisfying all your needs with-
out expressing its own emotions?
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