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1 Research interests

My research focuses on understanding semantic struc-
tures in multimodal dialogue environments. I’m par-
ticularly interested in using graphs to represent mean-
ing, such as Scene Graph for visual information[Johnson
et al. (2015)] and Abstract Meaning Representation
(AMR) for language[Banarescu et al. (2013)]. Dur-
ing my masters, I worked on enhancing vision and lan-
guage models to better differentiate structurally ambigu-
ous image-caption pairs[Sangmyeong et al. (2023)] using
linguistic formalism. For my PH.D., I’m exploring a new
task: Object State Inference from Verbal Instructions.
I plan to use the graph structures mentioned earlier to
manage relations and attributes of multiple objects inside
a visual scene, and accurately express user instructions.

1.1 Semantic Structures in Multimodal
Environments

For real-world applications to understand multimodal en-
vironments, models must accurately align visual scenes
with their corresponding language descriptions. How-
ever, natural language often contains structural ambigu-
ity, where a single sentence can have multiple meanings
due to different possible phrase structures. This makes
it challenging to match vision and language one-to-one,
which can lead to difficulties in conveying user inten-
tions accurately, decreasing usability. During my mas-
ter’s, I worked on using various linguistic formalisms,
such as syntax trees and semantic parsed graphs, as inputs
into the Contrastive Language Image Pre-trained (CLIP)
model[Radford et al. (2021)] to improve its ability to dis-
tinguish between ambiguous contexts.

1.2 Object State Inference from Verbal Instructions

In the real world, a visual environment consists of multi-
ple objects with physical attributes and inter-relationships
governed by the laws of physics. Understanding how
these states change due to external factors, such as user
instruction, is crucial for task-oriented dialogue systems
like cooking robots. My research interest is in simulating
and predicting how object states change based on verbal
instructions. This field is significant for two reasons: it
enhances the system’s ability to comprehensively under-

stand visual contexts and instructions, and it can warn
users if their instructions might lead to dangerous situ-
ations (e.g. putting an egg in a microwave). Previous
research used dictionary data structures to represent indi-
vidual objects, yielding good results but struggling with
representing inter-positional relationships[Zellers et al.
(2021)]. My focus is on adapting graph structures for this
task to better represent complex visual scenes and user
instructions.

2 Spoken dialogue system (SDS) research

The field of SDS is undergoing a significant transforma-
tion with the advent of Large Language Models (LLMs),
such as Chat-GPT. This development has highlighted
a distinction between academic and industry research,
as the latter has resolved numerous SDS challenges
using vast amounts of data in an end-to-end fashion,
which is often unaffordable for academia. Consequently,
academia needs to establish its own specific research
trends to coexist or even leverage LLMs. One potential
area is evaluating LLM performance and analysing their
principles to identify limitations in achieving human-
level intelligence[Sravanthi et al. (2024)].

Meanwhile, my focus is on the novel role of visual
and linguistic structural information in the modern era
of SDS. Traditionally, structural information has been
used to enhance generation models, providing strict struc-
tural details absent in plain texts and pixel-level im-
ages[Johnson et al. (2018)]. In the LLM era, structural
information continues to be valuable, especially since
LLMs are too large for use in all specific tasks[Hua et al.
(2023)]. However, as computing power advances, LLMs
will likely be applied more broadly. My focus on the use
of structural information for SDS is divided into two main
areas. First, as the complexity of environments increases,
structural information such as scene graphs can effec-
tively manage objects and subspaces, especially when la-
belled with attributes. Second, graph structures like scene
graphs and AMR are robust representations of meaning.
Generating these structures demonstrates a system’s un-
derstanding of its surrounding environment and user in-
structions, facilitating a shared understanding between
the user and the system as dialogue progresses.
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3 Suggested topics for discussion
I suggest the following three topics for discussion during
the vent, focusing on the new directions the SDS research
community should explore:

• Coexist with LLMs: I hope to discuss with fel-
low researchers the future direction of SDS in light
of LLM advancements. We should consider what
LLMs can and cannot do, whether their current
limitations are temporary, and which tasks our re-
search should prioritise. I’m interested in develop-
ing benchmarks to assess and explain LLM compre-
hension abilities and creating a generation frame-
work where LLMs play specific roles.

• Role of Structural Information: As previously men-
tioned, the traditional role of structural information
in assisting generation models is evolving. LLMs.
with their extensive pre-training on large datasets,
now possess a high level of semantic knowledge. I
want to explore how structural information can be
applied in SDS research, such as managing com-
plex situations efficiently or generating a common
semantic ground for user-system interactions.

• Disambiguation Strategy: When users’ language in-
puts contain ambiguity, the simplest solution is to
confirm the intended meaning with the user. How-
ever, sometimes it is better for the system to disam-
biguate using commonsense-based plausibility. De-
veloping a strategy for disambiguation can make the
system’s dialogue more human-like, enhancing user
comfort.
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