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1 Research interests

My research interests include multi-user dialogue sys-
tems with a focus on user modelling and the develop-
ment of moderation strategies. Contemporary Spoken
Dialogue Systems (SDSs) frequently lack the ability to
interact with more than one user simultaneously. More-
over, I am interested in researching on the Controlla-
bility of Language Generation using Large Language
Models (LLMs). Our hypothesis is that an integration of
explicit dialogue control signals improves the Control-
lability and Reliability of generated sequences indepen-
dently of the underlying LLM.

1.1 Multi-User Dialogue Systems

Although group interactions play an essential role in peo-
ple’s daily lives, research on multi-user dialogue systems
is rather underrepresented. A reason for that could be the
various challenges associated with this topic: Turn-taking
strategies, addressee detection, and the lack of suitable
training data, just to name a few. Researchers often face
the issue that there are generally no guidelines or best
practices for developing new multi-user SDSs, since most
publications present systems which are strongly focusing
on one specific task and are therefore not generalisable.

To gain insights into how users would like to be ad-
dressed by an SDS during a group conversation, we con-
ducted a user study (Wagner et al., 2019). Here, we iden-
tified which system behaviours were perceived as less ob-
trusive and beneficial for the dialogue flow. As a next ex-
periment, we evaluated moderation strategies for group
chats (Wagner et al., 2022). The moderation strategies
were intended to support groups in negotiating joint ap-
pointments and were rated as helpful.

Another topic I am interested in is human-robot inter-
action. We investigated recommendation strategies in a
scenario with a household assistant robot (Kraus et al.,
2022). In context of multi-user interaction, we examined
how users perceived the usability of different dialogue
strategies in a quiz game setup (Wagner et al., 2023). We
intend to improve the developed strategies through the
use of LLMs, which leads to the next section.

1.2 Controllable Language Generation

Task-oriented dialogue systems are designed to assist
users in accomplishing specific tasks through natural lan-
guage interactions. Traditional systems rely on a pipeline
architecture with components for Natural Language Un-
derstanding, Dialogue Management, and Text Generation
(Jokinen and McTear, 2009). Recently, LLMs are applied
to substitute these components, as their generated outputs
are much more flexible and appear more natural.

Since no task-specific data can be presented during
pre-training, it is necessary to adapt models to a down-
stream task. Contemporary approaches include fine-
tuning (Ouyang et al., 2022) and in-context learning
(Brown et al., 2020). Although this equips models with
certain capabilities to maintain context over conversa-
tions, it does not prevent the risk of incorrect responses
or hallucinations. Further approaches like retrieval-
augmented generation (Lewis et al., 2020) and automated
generation of prompt templates (Sánchez Cuadrado et al.,
2024) are supposed to provide additional knowledge and
task-dependent prompt design.

However, none of these techniques consider the use of
explicit control signals to control the dialogue flow, as
they rely instead on implicit dialogue modelling within
the neural net of transformer-based LLMs. To overcome
these limitations, we propose equipping the system with
a component for explicit dialogue control similar to the
traditional pipeline architecture - the dialogue controller.
For this, we have conducted a baseline experiment in
which we showed that a dialogue controller improves the
controllability of generated outputs (Wagner and Ultes,
2024). Specifically, the generated responses were more
likely to correspond to human-annotated references. The
proposed controller is designed to extract task-relevant
data from a knowledge source and to provide a prompt in-
struction depending on the user input and intention. The
system architecture is depicted in Figure 1. Furthermore,
we plan to conduct experiments on constrained decoding
as described in (Shin et al., 2021). This way, we expect
to further enhance control over the generated output and
provide users with more reliable responses.
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Figure 1: Depiction of the dialogue control architecture.

2 Spoken dialogue system (SDS) research
In my opinion, LLMs will increase the performance and
popularity of SDSs and thus have an impact on research.
However, I believe spoken language has its greatest po-
tential in domains where information cannot be conveyed
more efficiently or conveniently by other means. This
includes voice assistants, smart speakers, health sector
applications, or smart home environments. Personalisa-
tion and context-awareness will also play a vital role in
the future, which may enable SDSs to become more and
more useful in everyday life. Moreover, the research on
multi-user dialogue systems needs to be intensified and
common design rules established.

For the young research community, I would welcome
the idea of actively participating in the development and
application of ethical guidelines for the use of artificial
intelligence, as this is where I expect major differences
between the aims of industry and academia.

3 Suggested topics for discussion
My suggestions centre on the field of multi-user dialogue
systems, and controllable natural language generation us-
ing Large Language Models.

• Multi-User Dialogue Systems: What are the best
practices for development and evaluation? How to
deal with the challenges in user modelling and dia-
logue state tracking? What turn-taking and modera-
tion strategies should be used?

• Natural Language Generation: How to design ex-
plicit control signals to improve the controllability
of language generation? Can constrained decoding
enhance the response quality?

• Actionable Evaluation Metrics: Which metrics are
applicable to measure the perceived naturalness of
SDSs? How can they be used for policy optimisa-
tion? Can they also be applied for multi-user SDS?
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