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1 Research interests

My research interest involves persona dialogue systems,
which use the profile information of a character or real
person, called a persona, and responds accordingly. Per-
sona dialogue systems can improve the consistency of
the system’s responses (Li et al., 2016), users’ trust (Hi-
gashinaka et al., 2018), and user enjoyment (Miyazaki
et al., 2021).

My current research focuses on persona dialogue sys-
tems, especially dialogue agents that role-play as fictional
characters. The first task involves obtaining the dialogue
and personas of novel characters and building a dialogue
corpus. The second task involves evaluating whether the
dialogue agent’s responses are character-like relative to
the context. The goal of these studies is to allow dialogue
agents to generate responses that are more character-like.

1.1 Constructing a Dialogue Corpus for
Role-playing

The main focus when assessing a dialogue system that
simulates a character is the accuracy with which the sys-
tem reflects the character’s traits in its responses. To
compare the system’s responses with those of the charac-
ter, we need a corpus containing the character’s dialogue
data. Dialogue corpora related to character role-play in-
clude ChatHaruhi (Li et al., 2023), CharacterEval (Tu
et al., 2024), and TimeChara (Ahn et al., 2024), which
were constructed by extracting character dialogue from
novels and movies. Another dialogue corpus involving
the role-play of historical figures is Character-LLM (Shao
et al., 2023), which generates scenes and dialogues based
on Wikipedia profile information.

However, these corpora rely on external or preexist-
ing knowledge about the characters’ personas and are of-
ten limited to well-known works, extracting dialogues di-
rectly from them. For characters from popular works,
personas can be inferred from external sources such as
Wikipedia or assumed based on the model’s parameter
size. Some datasets, such as the Harry Potter Dialogue
Dataset (Chen et al., 2023), include information on rela-
tionships with other characters but are restricted to a few
major works.

There is a need for dialogue corpora containing char-

acters from minor works to better assess the role-playing
capabilities of large language models (LLMs) such as
GPT-4, which has vast parameters and extensive train-
ing data. Current corpora mainly construct personas us-
ing data available on the Web, evaluating role-playing by
comparing the model’s output to the expected persona.
However, such an approach may not accurately assess
LLMs trained on comparable sources.

To address this gap, I focus on collecting character di-
alogues from novels and deriving personas directly from
narrative texts and character utterances. My corpus in-
cludes not only major works but also minor ones lack-
ing Wikipedia coverage. Persona extraction from nov-
els allows for more authentic character representation
as described by the original authors. While I manu-
ally acquired utterances and personas at first, ongoing re-
search explores methods for automating this process us-
ing LLMs, facilitating corpus expansion. In the future, I
aim to use the corpus constructed by my method to eval-
uate the role-playing performance of a spoken dialogue
system. Since there is no definitive “correct” voice for
a character in a novel, I am interested in determining the
type of voice the system should select to ensure that users
perceive it as matching the character’s persona.

1.2 Evaluating Responses of Persona Dialogue
Systems

In the assessment of the response performance of a per-
sona dialogue system, criteria such as naturalness and flu-
ency are important, similar to those used in open-domain
dialogue systems. However, one vital evaluation pertains
to whether the responses align with the designated per-
sona.

Several evaluation methods exist for how well personas
are reflected in responses. These methods use persona de-
scriptions (Jiang et al., 2020; Zheng et al., 2020), sample
monologues (Su et al., 2019; Wu et al., 2020), and evalu-
ations without references (Miyazaki et al., 2021) and in-
volve LLM assessments (Shao et al., 2023; Wang et al.,
2024).

The first three types of methods primarily assess in-
dividual responses, which may overlook nuances where
responses are contextually incongruent with the persona.
For example, if a user with a persona stating “I live with
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my family” asks the system, “Do you live alone?” and
the system replies, “Yes,” although “Yes” alone does not
contradict the persona, in context it implies that the sys-
tem lives alone, which contradicts the persona.

LLM-based methods involve feeding the model per-
sona information and calculating scores to determine
if responses align with the persona. For instance,
Character-LLM (Shao et al., 2023), generates prompts
based on dialogue history and persona traits to evaluate
memorization, values, personality, hallucination, and sta-
bility criteria.

However, a significant issue with this method is that the
correlation between LLM evaluation and manual eval-
uation has not been consistently explored. InCharacter
(Wang et al., 2024) evaluates the performance of persona
dialogue systems using psychological scales focusing on
personality and has confirmed a correlation with human
evaluations. Nonetheless, the assessment of role-playing
performance should consider factors beyond the person-
ality reflected in responses. Aspects such as speaking
style and the fidelity of character memories may also need
to be correlated with human evaluations.

Human evaluation also has its drawbacks. The first is
that the evaluation results vary depending on the evalua-
tor’s subjectivity and preferences. The other is that, de-
pending on the popularity of the work, it may be difficult
to recruit evaluators who know all the information about
the characters (Chen et al., 2024). To address these is-
sues, it is possible to have evaluators learn the evaluation
rules and character information, but this would be a very
complicated process.

Furthermore, research has indicated that GPT-4 tends
to give higher ratings to text generated by the same
model (Jiang et al., 2020). Typically, researchers use
the best-performing model for dialogue systems and re-
sponse evaluation. Consequently, when GPT-4 evaluates
responses generated by itself, there arises a risk of inac-
curate evaluation. Hence, it may be necessary to assess
persona dialogue systems using a model other than GPT-
4.

I am developing a model that takes both dialogue con-
text and responses as input to determine whether the re-
sponse aligns with the persona. To train the model, I have
built a dataset consisting of pairs of responses that align
the persona and those that do not. The responses that
align with the persona are extracted directly from a novel,
while the non-aligning responses are generated using a
LLM based on the former. The dialogue context lead-
ing up to each response is also generated using an LLM.
The goal is to fine-tune smaller language models so that
they can provide evaluations highly correlated with hu-
man judgments.

2 Spoken dialogue system (SDS) research
To realize a persona dialogue system in a voice dialogue
system, it is important to reflect the persona not only in
the speech content but also in tone of voice and emotional
expression. Depending on the persona, reflecting dialects
and accents in the voice may also be necessary. Studies
are already being conducted on changing tone and emo-
tion during speech synthesis. With recent advances in
multimodal language models, I believe it will be possi-
ble to synthesize speech that suits any persona. However,
when setting up speech synthesis from a text-based per-
sona, preventing social bias is important.

Regarding the reflection of dialects and accents, re-
search is being conducted in speech synthesis and text
translation for languages and dialects with some level of
resources. Studies are also ongoing with respect to low-
resource languages to overcome limited resources. In the
future, this will allow a spoken dialogue agent to repro-
duce the dialect of any persona, essentially from any re-
gion. However, in cases where the person is from a fic-
tional region where no model exists or is an alien, the
methods proposed so far may not address the situation.

Despite some challenges, I believe that realizing a per-
sona dialogue system in a spoken dialogue system (SDS)
is a promising endeavor. This will allow for the cre-
ation of a more humanlike SDSs and is expected to fur-
ther deepen the relation between dialogue systems and
humans.

3 Suggested topics for discussion
I suggest discussing the following topics:

• When incorporating a persona into an SDS, what
content should be considered for speech synthesis?

• Will the evolution of multimodal LLM lead to an
SDS that can manage all tasks with a single model?

• What additional features would make a SDS feel
more human?
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