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1 Research interests

The author’s research advances human-AI interaction
across two innovative domains to enhance the depth and
authenticity of communication. Through Emotional Val-
idation, which leverages psychotherapeutic techniques,
the research enriches SDSs with advanced capabilities
for understanding and responding to human emotions.
On the other hand, while utilizing Embodied Conversa-
tional Agents (ECAs), the author focuses on developing
agents that simulate sophisticated human social behav-
iors, enhancing their ability to engage in context-sensitive
and personalized dialogue. Together, these initiatives aim
to transform SDSs and ECAs into empathetic, embodied
companions, pushing the boundaries of conversational
AI.

1.1 Emotional Validation in SDSs

Emotional expressiveness is pivotal in fostering relation-
ships between humans and artificial intelligence within
Spoken Dialogue Systems (SDSs). Traditional meth-
ods in SDSs focus on recognizing user emotions (Po-
ria et al., 2019) or generating empathetic responses (Fu
et al., 2023). However, these conventional approaches
often fall short for individuals who suppress emotions
due to stress or traumatic experiences. For instance, the
mere recognition and mimicry of user emotions can be
insufficient, and simplistic empathetic responses such as
"I am so sorry to hear that" may not adequately address
the users’ deeper needs for emotional support.

At the core of our emotional well-being, as outlined
by Maslow’s hierarchy of needs (Gorman, 2010), lies the
necessity for love, belongingness, and acceptance. This
layer underscores the significance of interpersonal rela-
tionships and the inherent human desire to be valued
and accepted by the community. It is within this con-
text that conventional SDSs responses frequently fail to
provide genuine emotional support. A more personal-
ized approach, such as acknowledging a user’s feelings
with affirmations like "It is okay for you to feel this way,"
can significantly enhance the interaction by validating the
user’s emotional experience.

Motivated by the significant impact of emotional val-
idation on user experiences, the author explored a psy-
chotherapeutic communication technique known as vali-
dation, which involves recognizing, understanding, and
acknowledging the emotional states, thoughts, and ac-

tions of others. This investigation led to an analysis of
validating responses within a human-human emotional
story spoken-dialogue corpus (Pang et al., 2023). Build-
ing on this, the author utilized the theory of levels of
validation (Linehan, 1997) to develop a system capable
of generating appropriate responses in attentive listening
settings. This system has demonstrated its effectiveness
in enhancing emotional expressiveness in both written
and spoken dialogues (Pang et al., 2024).

By integrating these validation techniques into human-
robot interaction systems, the author aims to meet the in-
herent human need for emotional support, thereby laying
a foundation for trust and rapport through meaningful so-
cial dialogue. Ultimately, the author hopes to transform
the SDSs from a simple interactive tool into a compan-
ion AI that, like a family member or friend, builds lasting
relationships and fosters genuine rapport.

1.2 Social Embodied Conversational Agents (ECAs)

Social Embodied Conversational Agents (ECAs) form
the core of the author’s research endeavors, aimed at
deepening the interaction between humans and SDSs in
ways that closely mirror human social behaviors. This
research encompasses a variety of ECAs—including au-
tonomous androids, virtual agents, and teleoperated hu-
manoid robots—each designed to simulate nuanced so-
cial interactions. The author focuses on developing these
agents to incorporate sophisticated verbal exchanges as
well as expressive non-verbal communication, such as
facial expressions and body language, enhancing their
ability to engage in lifelike social interactions. With the
assistance of ECAs, interaction experiences can be sig-
nificantly enriched through both verbal and non-verbal
behaviors. For instance, virtual agents can display dy-
namic facial expressions onscreen, while physical robots
can provide tangible interactions through touch and re-
sponsive gestures or body movements.

Another focus is on the capability of these social ECAs
to adapt to everyday social environments. For example,
an agent might initiate a light-hearted discussion about
a common hobby or a shared interest observed in the
user’s environment, thereby fostering a more engaging
and personalized interaction. This approach underscores
the importance of context-aware communication in en-
hancing interaction quality and integrating these tech-
nologies more seamlessly into human social spheres.

The author’s research is specifically aimed at investi-
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gating how these interactions, particularly in providing
emotional support during personal exchanges like prob-
lem or worry sharing, can enhance the user experience in
social settings. This targeted exploration seeks to deter-
mine how ECAs can augment SDS to offer more natu-
ral and human-like experiences, focusing on acute emo-
tional support and establishing prolonged social relation-
ships. This nuanced approach aims to refine the integra-
tion of ECAs in scenarios where empathetic engagement
is crucial, optimizing the balance between effective sup-
port and efficient interaction.

2 Spoken dialogue system (SDS) research

In the upcoming years, potential SDS research directions
could include advancing the provision of deeper emo-
tional support and examining the evolving social relation-
ships between humans and SDSs.

2.1 Deeper Level of Emotional Support

To achieve a deeper level of emotional support, it is cru-
cial to move beyond the current scope of response genera-
tion and emotion recognition. Present studies either gen-
erate responses or recognize emotions based on isolated
utterances or entire dialogues (Jiao et al., 2019). How-
ever, these approaches fall short of offering true emo-
tional support. Emotional states are not static; they fluc-
tuate dynamically throughout a conversation. Therefore,
current methods that treat emotions as static entities are
inadequate for fulfilling the need for genuine emotional
support.

Moreover, while current response generation methods
can provide a range of supportive responses (Xie and Pu,
2021), they often lack the depth required for meaning-
ful emotional assistance. For instance, when a user faces
difficult times, generic empathetic responses such as "I
am so sorry to hear that" might offer some comfort, but
they are often insufficient. Users may seek more substan-
tial support, such as encouragement or validation, which
requires a strategic selection of responses tailored to the
specific context and emotional state. Current response
generation methods fail to address this need, as they fo-
cus on producing responses rather than strategically se-
lecting the most appropriate form of support based on the
situation.

Advancing research in this area necessitates an inter-
disciplinary approach, incorporating insights from psy-
chology and social sciences alongside engineering and
computational techniques. This broader perspective will
enable the development of SDSs that can genuinely un-
derstand and respond to the dynamic emotional states of
users, providing deeper and more meaningful emotional
support.

2.2 Social Relationship Between Human and SDSs
With the advancement of large language models (LLMs),
a variety of companion-based SDSs, such as Replika and
Character.AI, are emerging in the public domain, prompt-
ing users to form diverse relationships with these AI enti-
ties. Studies have even shown that female users are begin-
ning to develop romantic relationships with characters in
otome games (female-oriented mobile games) (Gong and
Huang, 2023). This phenomenon necessitates a reevalua-
tion of the social relationship between humans and SDSs.
Should these systems be designed to be more human-like
to foster deeper rapport and connection, or should they be
maintained as mere tools?

If we aim to establish more rapport-driven relation-
ships with SDSs, it is imperative to consider the pre-
cautions needed to prevent any negative societal impacts.
Conversely, if SDSs are to be treated solely as tools, we
must find a balance between enhancing their human-like
qualities and retaining their utility as functional assis-
tants. Addressing these questions is essential as we navi-
gate the evolving landscape of human-AI interaction.

Examining these dynamics requires a multidisciplinary
approach, integrating insights from psychology, ethics,
and technology. This comprehensive perspective will en-
sure that the development and deployment of SDSs pro-
mote positive outcomes and mitigate potential risks asso-
ciated with their increasing human-like presence in users’
lives.

3 Suggested topics for discussion
The author would like to propose the following topics for
discussion.

• Should SDSs incorporate human negative traits to
achieve a higher level of human-likeness?

• Should SDSs be designed to build rapport or even
romantic relationships with humans?

• How should SDSs be designed to balance between
providing support and avoiding emotional depen-
dency?
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