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Preface

We are thrilled to present the opening remarks for the 20th Young Researchers Roundtable on Spoken
Dialogue Systems (YRRSDS) 2024, a workshop dedicated to PhD candidates, PostDocs, and emerging
researchers in the field of Spoken Dialogue Systems. YRRSDS 2024 was held in conjunction with
the Special Interest Group on Discourse and Dialogue (SIGDIAL) 2024. The workshop took place on
September 16-17, 2024, at Kyoto University in Kyoto, Japan. This year’s YRRSDS was conducted in an
in-person format.

Young researchers submitted a 2-page position paper detailing their current research topics, interests,
and the key points they hoped to discuss during the workshop’s roundtable sessions. Each submission
was carefully reviewed by two senior researchers from our Advisory Committee. We extend our deep
gratitude to the Advisory Committee members for their exceptional and insightful reviews. Their
contributions have been invaluable in offering critical feedback to the workshop participants at this
pivotal stage in their careers.

Participants accepted into the program were required to deliver a brief oral presentation based on their
submissions. This year, YRRSDS accepted all 32 submissions received. The roundtable discussions
covered topics such as LLMs, multimodality, explainability, evaluation, trustworthiness, ethics, safety,
interdisciplinarity, human cognition, and the future of SDSs. Alongside the oral sessions and roundtables,
the program featured two outstanding keynote presentations. We would like to express our gratitude
and acknowledge our keynote speakers: Koichiro Yoshino (Associate Professor, Tokyo Institute of
Technology) and Yoichi Matsuyama (Associate Research Professor, Waseda University and CEO of
Equmenopolis, Inc.) for their inspiring talks.

We extend our gratitude to the organizers for making sure the conference ran seamlessly and was enjoyed
by all attendees. Finally, we sincerely appreciate the support provided by our sponsor, The Association
for Natural Language Processing (ANLP).

Organizing Committee, YRRSDS 2024
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Keynotes

Keynote 1: Multimodal Dialogue System Research and Careers, the Past 10 Years, the Future 10
Years

Koichiro Yoshino (Associate Professor, Tokyo Institute of Technology, Japan)

Abstract:

Over the past decade, advances in deep learning have made it easier for dialogue systems to handle vari-
ous modalities in the real world, and research on multimodal dialogue systems has advanced enormously.
Voice input devices such as Amazon Alexa and Google Home have entered our daily lives in the past ten
years. Agent robots that handle various modalities will be realized as real-world services in another 10
years. What should young researchers consider in such an environment as they develop their careers? I
participated as a PhD student at YRRSDS2014 10 years ago. Based on my experiences in academia over
the past 10 years, I would like to discuss what career path you should follow in the next 10 years.

Biography: Koichiro Yoshino is an associate professor at Tokyo Institute of Technology, and is cross-
appointed with RIKEN as a team leader. He received his B.A. from Keio University in 2009, and M.E.
and Ph.D. in informatics from Kyoto University in 2014. He worked at Kyoto University and NAIST.
From 2019 to 2020, he was a visiting research of Heinrich-Heine-Universität Düsseldorf, Germany. He
is working on areas of spoken and natural language processing, especially robot dialogue systems. Dr.
Koichiro Yoshino received several honors, including the best paper award of IWSDS2020, IWSDS2024,
and the best paper award of the 1st NLP4ConvAI workshop. He is a member of IEEE Speech and Lan-
guage Processing Technical Committee (SLTC), a member of Dialogue System Technology Challenge
(DSTC) Steering Committee, an action editor of ACL rolling review (ARR), a board member of SIGdial
and a board member of association for The Association for Natural Language Processing.

Keynote 2: From Dialogue System Research to Social Innovation

Yoichi Matsuyama (Co-Founder and CEO, Equmenopolis, Inc.)

Abstract: In the rapidly evolving field of dialogue systems, researchers hold a unique position, equipped
to drive advancements in dialogue processing technologies while addressing emerging social needs. This
talk will trace the journey from academic research to founding a university spin-out startup, showing how
insights from cutting-edge technologies and user experiences can tackle real-world challenges and gen-
erate a social impact. Drawing from my experience as a dialogue systems researcher turned entrepreneur,
I’ll discuss the role of dialogue technologies in shaping the future of human-computer interaction and
their broader implications for social innovation, encouraging young researchers to think creatively be-
yond academic boundaries.
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Biography: Yoichi Matsuyama is the Co-Founder and CEO of Equmenopolis, Inc. and an Associate Re-
search Professor at Waseda University in Tokyo. The mission of Equmenopolis is "Towards a Human-AI
Co-Evolving Society," where we dispatch conversational AI agents to schools and workplaces to improve
creativity and productivity. He specializes in developing computational models of human conversation,
integrating AI, linguistics, social science, and human-agent interaction. Before his current role, he was
a Postdoctoral Fellow at the ArticuLab, School of Computer Science, Carnegie Mellon University. His
work has garnered attention from major media outlets, including MIT Technology Review, The Wash-
ington Post, CNBC, BBC, CNET, Popular Science, Nikkei, and NHK. He holds a B.A. in cognitive
psychology and media studies, as well as an M.E. and Ph.D. in computer science from Waseda Univer-
sity, earned in 2005, 2008, and 2015, respectively.
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Organizers’ Notes of the Roundtable Discussions

Roundtable 1: Multimodality (Chair: Yuki Zenimoto, Koji Inoue)

Goal: Discuss the diverse aspects of multimodality in SDSs, including the utilization of visual informa-
tion, environmental context, gestures, emotions, and personalization. Explore how these aspects can be
effectively combined and what effect can be achieved.

Summary: In this discussion, we shared our individual works, focusing on multimodal dialogue systems
as well as the challenges of sensing and annotation. We began by exploring the concept of ideal multi-
modal communication, emphasizing the need for dialogue to be smooth and duplex. In this context, we
highlighted the significance of multimodal processing. We then addressed the challenges of annotating
subjective phenomena like emotion labels. Additionally, we examined various measurable multimodal
behaviors such as gestures, respiration, eye-gaze, and heart rate. Lastly, we delved into the interface
of multimodal dialogue systems, comparing robots with CG agents/avatars and referencing the uncanny
valley theory.

Roundtable 2: Data and Techniques (Chair: Yahui Fu, Armand Stricker)

Goal: Discuss the challenges and innovative approaches related to data creation, collection, and learning
techniques for advanced SDSs, such as adaptation for unseen data, controllability, effective use of LLMs,
and efficiency.

Summary: In this discussion, we first examined the challenges of prompting robustness and parameter-
efficient fine-tuning techniques like prefix-tuning and LoRA, highlighting that language models are sen-
sitive to prompt variations and benefit from training on diverse prompts to adapt to unseen data. Then,
we compared synthetic data generation with human data labeling: synthetic data offers scalability but
risks model degeneration and lacks diversity, while human-labeled data is richer but costly and prone
to subjective interpretations and low inter-annotator agreement, especially in emotion recognition tasks.
Lastly, we discussed large language models’ effectiveness in processing speech data, noting they handle
ASR noise well in tasks like emotion recognition but face difficulties in slot filling and with non-English
accents. These insights emphasize the need for innovative data creation and learning techniques to im-
prove adaptability, controllability, and efficiency in advanced SDSs.

Roundtable 3: Evaluation (Chair: Brielen Madureira, Atsumoto Ohashi)

Goal: Critically examine the current evaluation practices for SDSs and their limitations. Explore innova-
tive automated evaluation metrics and methodologies for various domains, such as in non-task-oriented
dialogues.

Summary: In this discussion, we focused on the challenges of evaluating dialogue systems, particularly
LLMs, and emphasized the limitations of existing evaluation metrics such as BLEU. These metrics are
especially problematic for open-domain dialogue systems, where human-like qualities are difficult to
measure objectively. We debated the need for a more holistic approach that considers aspects like co-
herence and common sense. Benchmarking was another key topic, with concerns raised about models
becoming over-specialized and "gaming" the system to perform well on specific tests rather than im-
proving general performance. The balance between human and automatic evaluations was discussed.
Participants concluded by stressing the importance of real-world testing and aligning evaluations with
user needs, rather than purely focusing on making systems human-like.
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Roundtable 4: Explainability and Trustworthy (Chair: Atsumoto Ohashi, Yuki Zenimoto)

Goal: Discuss the importance and methods of making SDSs more explainable and trustworthy, including
the development of conversational explainable AI (XAI), the evaluation of reliability, the controllability
of language generation, and dealing with closed proprietary models.

Summary: In this discussion, we discussed various aspects of explainability in dialogue systems, fo-
cusing on the challenges of making ML models interpretable and understandable for both scientists and
general users. We identified a gap in tools that enable interactive explainability for general users and
discussed the ethical implications of trusting explanations generated by models. We also touched on
methods for evaluating the quality of explanations, with simulatability being one approach where users
predict the model’s output based on its explanation. Additionally, we raised the challenges of working
with large black-box models (e.g., those accessed via APIs), where researchers lack insight into their
inner workings.

Roundtable 5: Taking Inspiration from Human Cognition (Chair: Brielen Madureira, Armand
Stricker)

Goal: Explore how insights from human cognitive processes, language acquisition, and social interaction
can inform the development of more advanced SDSs, including the integration of physiological signals
and the development of collaborative and creative systems.

Summary: The session centered on examining how insights from human cognitive processes can in-
form the development of more advanced spoken dialogue systems (SDSs). By integrating elements such
as theory of mind, physiological signals, multimodal perception, and visual cues, dialogue systems can
become more adaptive, capable of keeping information up to date, and better at integrating new facts
in real-time. A major focus was on how these systems can emulate human-like understanding and il-
locutionary intent, as well as the implications of such advancements for user expectations, where more
human-like behaviors tend to amplify the impact of errors when they occur. Additionally, the discussion
explored how long-term interactions with SDSs could be improved by employing strategies like smoother
turn-taking, meta-learning, and curriculum learning, ensuring that systems adapt to communication pace
over time.

Roundtable 6: Interdisciplinarity (Chair: Koji Inoue, Yahui Fu)

Goal: Discuss how we can foster collaboration between the fields of SDSs and other disciplines, such
as linguistics, psychology, robotics, and social sciences. Explore the benefits and ways to incorporate
insights from other fields into practical SGSs development.

Summary: This discussion emphasized the importance of interdisciplinary collaboration, particularly in-
tegrating insights from psychology, linguistics, robotics, and social sciences. Participants highlighted the
need for collaboration to create more human-like and efficient systems. Understanding users’ emotions
and adapting to text-based and spoken communication styles was noted as crucial, with experiments re-
quiring careful design and sufficient participant numbers, potentially more than 100 in diverse real-world
settings. While large language models (LLMs) provide a cost-effective way to test systems, they cannot
replace the need for real human input. Psychological insights can improve LLM performance, but human
evaluations are essential for quality. In robotics, transferring knowledge between systems like CommU
and ERICA presents challenges. Ultimately, interdisciplinary collaboration and real human interaction
are key to advancing SDSs.

Roundtable 7: Present and Future of SDSs (Chair: Atsumoto Ohashi, Yahui Fu)
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Goal: Critically think about the current directions in the SDSs field and the reasons and necessity for
doing so. Discuss future research directions, including to what extent human-like SDSs are desirable and
the ideal relationship between humans and SDSs.

Summary: In this discussion, we shared our individual motivations for SDSs, such as the need for AI
systems that fulfill communication needs and offer companionship. One key point of debate was the ne-
cessity of a physical body in AI companions, where some argued that emotional bonds could be formed
through voice alone, while others maintained that physical interaction was essential in certain contexts,
such as companionship or therapeutic relationships. There was also a discussion about whether modular
or integrated approaches like LLMs would be more effective for future AI systems. Some highlighted
the advantages of modular systems (e.g., better control and faithfulness), while others pointed out that
multimodal models could simplify interaction. Finally, the discussion concluded with thoughts on the
future of AI, with some expressing optimism about integrating advanced models with robots for even
more sophisticated interactions.

Roundtable 8: Possibilities and limits of LLMs (Chair: Armand Stricker, Yuki Zenimoto)

Goal: Discuss the capabilities and limitations of LLMs in the context of SDSs. Explore how to effec-
tively incorporate LLMs into SDSs, such as architecture design, controllability, and handling of multi-
modal dialogues.

Summary: In this discussion, we discussed the capabilities and limitations of Large Language Mod-
els (LLMs) in spoken dialogue systems (SDSs). We began by questioning the necessity of incorporating
LLMs into SDSs and shared both successful and challenging experiences. A key topic was the constraints
of autoregressive models, which generate responses token-by-token, potentially limiting their planning
capabilities and output fidelity. We debated whether vision-language models or LLMs trained on mul-
timodal data suffice for capturing complex meanings or if symbolic representations are necessary. We
also explored the need to look beyond model responses to understand internal behaviors. The discussion
then turned to the architecture of multimodal dialogue systems, weighing end-to-end against modular
designs, and considering the limitations of prompt optimization in ensuring controllable and adaptable
systems. Participants suggested combining prompt and internal modifications, such as chain-of-thought
decoding and control modules, to refine the generation process. Ultimately, we emphasized the impor-
tance of balancing general model capabilities with task-specific requirements for optimal performance in
SDS applications.

Roundtable 9: Ethics and Safety (Chair: Koji Inoue, Brielen Madureira)

Goal: Raise awareness about the ethical considerations and potential risks associated with the develop-
ment and deployment of SDSs, such as when working with powerful but opaque models and creating
human-like SDSs. Address concerns related to privacy, data rights, toxicity, and misinformation.

xvii



Summary: This discussion emphasized the importance of addressing ethical concerns in the develop-
ment and use of spoken dialogue systems. It calls for ethical oversight during human trials and data
collection, especially in sensitive areas like emotions or mental health. Ethical responsibility should not
be entirely shifted to external bodies, with individual accountability being crucial. The lack of trans-
parency in newer technologies like large language models (LLMs) poses challenges in explaining errors.
There is a need to manage harmful behaviors, such as toxicity and inappropriate personalization, with
reversible actions and consideration of cultural diversity. It also warned about the risks of over-reliance
on commercial LLMs and advocated for transparency and open models for development and debugging.
Governments may need to regulate the field, and developers should work to raise awareness of these
limitations and responsibilities.
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1 Research interests

My main research interest is human-centric explain-
ability, i.e., making language models more interpretable
by building applications that lower the barrier of entry
to explanations. I am enthusiastic about interactive sys-
tems that pique the interest of more people beyond just
the experts to learn about the inner workings of lan-
guage models. My hypothesis is that users of language
model applications and dialogue systems are more satis-
fied and trusting if they can look behind the curtain and
get easy access to explanations of their behavior.

1.1 Dialogue-based explainability

Human-centered XAI is concerned with incorporating
insights from Human-Computer Interaction (HCI) into
the field of XAI (Miller, 2019; Ehsan and Riedl, 2020;
Weld and Bansal, 2019). Many XAI systems have in-
teractive components, elaborate user interfaces and are
evaluated with user studies (Chromik and Butz, 2021;
Bertrand et al., 2023). Only recently, however, there has
been a push towards conceptualizing dialogue-based XAI
systems. Lakkaraju et al. (2022) proposed four mod-
ules which are necessary for explanatory conversational
systems: Natural language understanding (NLU), expla-
nation algorithm, response generation, and a graphical
user interface. Representative systems like TalkToModel
(Slack et al., 2023), ConvXAI (Shen et al., 2023), Inter-
roLang (Feldhus et al., 2023), and LLMCheckup (Wang
et al., 2024) all implement these four modules.

However, the current conversational XAI systems ex-
hibit a lack of understanding the user and responding
to them. This is because they do not consider con-
text and often resemble question answering setups (re-
quest and provide explanations). They lack a dedicated
dialogue management, as traits of information-seeking
(Stepin et al., 2024), mixed-initiative (or proactive) dia-
logues (Deng et al., 2023), argumentation dialogues (Bex
and Walton, 2016) and teacher-student (or tutorial) di-
alogues (Wachsmuth and Alshomary, 2022; Lee et al.,
2023; Liu et al., 2024b) are necessary for a natural ex-
planatory dialogue.

Current research in computational argumentation (Bex
and Walton, 2016; Madumal et al., 2019) provides valu-
able insights into explanatory dialogue interactions, yet
it remains relatively abstract and does not cover the full
range of explanation moves. Similarly, while didactics
literature (Wachsmuth and Alshomary, 2022; Hennessy
et al., 2016) defines many moves, it lacks a comprehen-
sive dialogue strategy.

I am currently working on a concept for an explana-
tory dialogue management which is able to take context
into account and easily adapt to user needs. I conduct
user studies to examine if LLM-generated explanations
are able to take dialogue context into account and, at the
same time, beat conventional template-based answers in
terms of likeability and perceived faithfulness.

LLMs are getting increasingly better at synthesizing
natural language explanations (Wiegreffe et al., 2022)
and offer the possibility to hold conversations in various
styles, e.g. concise vs. elaborate explanations (Liu et al.,
2024a). On top of that, they have been shown to perform
dialogue state tracking exceptionally well (Heck et al.,
2023). However, LLMs also introduce issues with ground
truth, which recent work has started to analyze with test
suites (Atanasova et al., 2023) and user studies (Si et al.,
2024). I intend to answer the question of whether the
faithfulness as perceived by the user matches the actual
faithfulness as measured by explanation evaluation and
LLM factuality evaluation methods.

1.2 Explanations in tutoring systems
Explanations can also be framed as instructions, e.g. in
didactics, where a teacher instructs a student on a con-
cept or topic (Wachsmuth and Alshomary, 2022). Di-
dactics research often debates which teaching strategies
lead to the best learning outcome (Roelle et al., 2015). I
am investigating if language models can reliably detect if
a teacher follows good practices as defined by teaching
strategies Feldhus et al. (2024). It turns out that this re-
quires a very thorough definition of acts and high exper-
tise of annotators to achieve a sufficient agreement and
trustworthy evaluation results.

A language model that can extract explanation and
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teaching moves would be helpful for didacticians to self-
check and scale up assessments. This is why I am
also looking into evaluation measures for generated text,
specifically those for measuring how close teachers stick
to lesson planning (Feldhus et al., 2024) and accessibility
such as readability (Hsu et al., 2024).

Several works have pointed out the difficult of us-
ing neural language models for the purpose of tutoring
(Macina et al., 2023; Wang and Demszky, 2023). A fi-
nal goal would be personalized tutoring chatbots that are
aware of the user’s personality and can adapt their ex-
planatory processes to the expertise and mental model of
the user (Fernau et al., 2022).

2 Spoken dialogue system (SDS) research
I believe that SDS research play a vital role in many do-
mains, such as medicine (clinical decision support) and
journalism (fact checking). Assistants have a growing
presence in our everyday lives and they need to be trust-
worthy and accountable. Faithful explanations that are
grounded in the data, architecture and documentation of
the models need to accompany dialogue systems for that
reason.

In the coming years, SDS research needs a higher fo-
cus on user studies and human evaluation rather than ar-
chitectures, scaling and exuberant claims of emergent ca-
pabilities or agency. With a focus on evaluation and the
collection of valuable resources for the growing range of
downstream tasks and with the purpose of filling press-
ing gaps in a multilingual landscape, we can mitigate the
actual and present risks for society from uncontrolled sys-
tems that already extrude falsehoods and augment harm-
ful biases.

3 Suggested topics for discussion
• How should we design effective explanatory dia-

logue and conversational XAI systems?

– Under which circumstances can they depend on
LLMs?

– What findings from other disciplines such as
didactics and argumentation should we take
into account when building such systems?

• How can the quality of explanation dialogues be
evaluated?

• Are LLMs reliable and trustworthy tutoring sys-
tems?
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1 Research interests

Emotion recognition is vital for improving the quality of
human–human and human–machine inter- actions. Espe-
cially in spoken dialogue systems (SDSs), responses can
be generated by predicting users’ emotions and consid-
ering their intentions. The response content can change
depending on the user’s emotion for similar utterances,
allowing for natural communication. However, emotion
recognition remains a challenging task, and responses
based on incorrect emotion predictions can significantly
impair the user experience.

One of my research interests is multimodal emotion
recognition. Studies have proposed several emotion
recognition models using multiple modalities to improve
recognition accuracy (Sun et al., 2023; Wu et al., 2023;
Yang et al., 2023). Multimodal emotion recognition mod-
els perform better than unimodal ones.

Another area that caught my attention is personaliza-
tion in the emotion recognition task. Specifically, meth-
ods for personalization without fine-tuning have been re-
cently proposed (Tran et al., 2023). Personalization with-
out fine-tuning can greatly improve the utility and user
experience of dialogue systems.

1.1 Speech Emotion Recognition

Speech emotion recognition models have improved year
by year through various efforts. Zou et al. (2022) pro-
posed an emotion recognition model that uses three types
of acoustic information as input: raw waveform data,
Mel-Frequency Cepstrum Coefficient (MFCC), and spec-
trogram. This model extracts features from the three
acoustic data types and fuses the extracted features with
a coattention mechanism. Kim et al. (2022) developed a
model that combines the focus attention mechanism and
the calibration attention mechanism. This proposed at-
tention mechanism allows us to focus more on the im-
portant regions in the feature space of speech data. Pan
et al. (2024) proposed a model that uses contrastive learn-
ing and gender information. Using information other than
speech for prediction, such as gender information, is im-
portant for improving accuracy. Hence, many proposed
models use text and video in addition to speech.

Although several multimodal models have been pro-

posed that use video, text, and speech as input (Sun et al.,
2023; Wu et al., 2023; Yang et al., 2023), their use is
currently limited to video analysis and other applications
that do not consider real-time performance because of the
high computational complexity of handling video. In an
SDS, it is difficult to use all the user’s video images dur-
ing speech because the speed of emotion recognition is
important.

Furthermore, a multimodal dataset is more expensive
to create than a unimodal dataset. Therefore, multimodal
emotion recognition datasets are not available, but many
cases have dealt with emotion recognition datasets with
facial expressions and speech. Against this background, I
aim to construct a multimodal emotion recognition model
with facial expressions and speech using emotion recog-
nition datasets for each modality. I construct a multi-
modal emotion recognition dataset by pairing similar la-
bels from each dataset and trained a multimodal model. I
compare the difference in performance between the mul-
timodal model trained on the constructed dataset and the
model trained on the unimodal dataset to confirm the ef-
fectiveness of the method.

1.2 Personalization
Typical speech emotion recognition tasks aim to predict
emotion labels such as happiness, sadness, anger, and
neutral. However, these labels often fall short of cap-
turing the complexity of human emotions. An alterna-
tive approach is to use emotion attributes as suggested by
core affect theory (Russell, 2003). Emotion attributes are
represented as continuous scores in dimensions such as
arousal (calm versus active), valence (unpleasant versus
pleasant), and dominance (weak versus strong) for more
nuanced expressions of emotions.

The prediction of valence is known to heavily depend
on the speech characteristics of individual speakers, mak-
ing it more challenging than predicting the other two at-
tributes (Sridhar et al., 2018). However, adopting per-
sonalization techniques can address the variability in ex-
pression among different speakers. This approach allows
for accurate predictions by considering each speaker’s
unique features.

Sridhar and Busso (2022); Tran et al. (2023) showed
that prediction accuracy can be improved by embedding
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speaker characteristics from training data and identify-
ing speakers with similar characteristics in test data. This
method necessitates that the training data include a di-
verse array of speakers. If the training data does not con-
tain a sufficient number of speakers, adding new trainable
speaker data may be necessary. In such cases, existing
methods require retraining not only the speaker embed-
ding module but also the speech encoder weights after
each data addition.

To address this, I introduce the concept of continuous
prompt tuning, in which speaker prompts are added to the
inputs of each speech encoder layer. In this approach, the
weights of the speech encoder are frozen, and only the
speaker prompts are updated to learn the speaker’s char-
acteristics. This allows for the addition of new speaker
data without retraining the weights of the speech encoder.

2 Spoken dialogue system (SDS) research
Recently, the development of large language models has
made it possible to perform tasks that had been con-
strained by technical limitations and costs and has al-
lowed us to achieve high performance in demanding
tasks. For example, in natural language processing, tasks
such as document summarization, translation, and ques-
tion–answering systems, which were considered chal-
lenging, can now be executed with high accuracy. This
advancement has allowed for various practical applica-
tions such as information retrieval and customer support.

However, many unresolved challenges remain. One
significant difficulty is the integration and consistent pro-
cessing of multiple modality information (e.g., text, im-
ages, audio). Effective methods to model the interactions
between these modalities are not yet fully established.

Additionally, there is a demand for the rapid process-
ing of such diverse information. Current models con-
sume a vast computational resources, making real-time
response challenging. In speech dialogue systems, un-
derstanding the user’s intent quickly and accurately is
paramount; any latency can degrade the user experience.
Hence, improving computational efficiency remains a
critical research area.

Moreover, current models have limitations in accu-
rately understanding human intent and emotions. While
many language models are trained on large datasets and
are adept at understanding general patterns and contexts,
they continue to struggle with grasping subtle nuances
and emotional changes in specific situations. For in-
stance, they may misinterpret sarcasm or the use of poly-
semous words.

Future research will resolve these issues and further
advance SDSs. If technology can be established to man-
age multiple modalities of information in an integrated
manner and process it at high speed, a system that can un-
derstand the user’s intentions more accurately will be re-

alized. In addition, if emotions and intentions can be ac-
curately captured, more natural and humanlike dialogue
will be possible. As a result, SDSs are expected to find
applications in a wide range of fields, including medicine,
education, and entertainment.

3 Suggested topics for discussion

I suggest discussing the following:

• How can we improve the accuracy of emotion recog-
nition in SDSs?

• What are the challenges in multimodal emotion
recognition?

• Can personalization be applied to tasks other than
speech emotion recognition tasks?

• How can reinforcement learning be used in dialogue
systems?
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1 Research interests

My research interests lie on the development of advanced
user support systems, emphasizing the enhancement of
user engagement and system effectiveness. The field of
user support systems aims to help users accomplish com-
plex tasks efficiently while ensuring a pleasant and in-
tuitive interaction experience. I explore how to incor-
porate engaging and context-appropriate assistance into
these systems to make the task completion process more
effective and enjoyable for users.

A key area of my research is user support system per-
sonalization, which includes methods for adapting sys-
tem behavior, interface elements, and assistance strate-
gies based on user profiles, skill levels, and interac-
tion histories. I am specifically interested in approaches
that can achieve personalization without extensive man-
ual configuration, allowing the support system to dynam-
ically adjust to each user’s evolving needs and prefer-
ences. To achieve this in a news commentary dialog sys-
tem, I propose multiple question candidates with varying
levels of difficulty to the user and, based on the selected
questions, estimate and adapt the user’s level of under-
standing of the news article.

1.1 Building a conversational question answering
system

Conversational question generation involves producing
multiturn questions related to a document, aiming to ful-
fill the user’s information needs through conversation.
Methods include generating questions based on dialog
history, consisting of question–response pairs, and sup-
porting sentences. Pan et al. (2019) developed a con-
sistent question generation process using reinforcement
learning. Do et al. (2023) proposed a two-stage frame-
work for conversational question generation, determining
what to ask and how to ask based on a semantic graph.
These methods use datasets for conversational question
answering, such as DoQA (Campos et al., 2020), QuAC
(Choi et al., 2018), and CANARD (Elgohary et al., 2019),
generating simple one-word-answer questions.

Qin et al. (2023) and Chernyavskiy et al. (2023) used
large language models (LLMs) to generate fluent re-
sponses based on preselected knowledge. Following
these methods, this study uses LLMs to generate ques-

tions that elicit explanatory answers in a free-form man-
ner.

1.2 News chatbot
The media uses dialog content related to news articles for
their clarity, but they are manually created by journalists.
Manual creation is inefficient because it requires signifi-
cant cost and time. To address this, Laban et al. (2020)
proposed a method to automatically construct chatbots
from news articles. This method presents question can-
didates to the user, but individual user characteristics are
not considered in the creation of these candidates. There-
fore, this study aims to provide desired question candi-
dates by generating them based on the user’s understand-
ing.

1.3 Question generation considering user
characteristics

If the user’s social group characteristics differ, the ques-
tions are also expected to vary. Stewart and Mihalcea
(2022) developed a method to generate questions reflect-
ing user characteristics. This method trains a text gen-
eration model using social media data, considering so-
cial groups such as domain expertise. Additionally, An
et al. (2021) designed a prototype conversation agent that
generates speech based on what the user knows and does
not know, verifying the effectiveness of incorporating
the user’s knowledge. Inspired by these methods, this
research uses LLM to generate questions that consider
the extent to which the user understands news articles.
Specifically, the user is presented with questions with
three levels of difficulty, and their understanding of the
news article is assessed based on the difficulty level of
the question they select.

1.4 Question generation with adjusted difficulty
level

In educational contexts, the generation of questions with
controlled difficulty is gaining momentum. Controlling
the difficulty of questions in a question–answer learn-
ing system allows for learning to be tailored to indi-
vidual users. Cheng et al. (2021) defined the difficulty
of questions based on the number of inference steps re-
quired to answer them and proposed a method that grad-
ually increases the difficulty through step-by-step rewrit-
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ing. However, in this study, the difficulty of questions
stems from factors such as the background knowledge
required for comprehending news articles, rendering this
definition unsuitable. Therefore, we generate questions
with adjusted difficulty using an LLM through few-shot
learning (Brown et al., 2020), following examples manu-
ally created in advance.

2 Spoken dialogue system (SDS) research
The advancement of LLMs has made it possible to build
user support dialogue systems for a wide range of users.
However, challenges remain in adapting these systems to
individual users. Personalization in voice dialogue sys-
tems, which uses emotions and intentions derived from
voice features, is particularly promising. By analyzing
tone, speed, and accent, user profiling becomes more pre-
cise, potentially offering personalized support.

Using voice in user support dialogue systems also im-
proves accessibility. Voice interfaces allow the system
to be accessed by visually impaired users and those in
situations where manual input is difficult, such as while
driving. In my research on news article explanation inter-
faces, I reduced the user’s burden by automatically gen-
erating question candidates. Voice can further alleviate
the user’s burden by eliminating the need to input long
texts manually. Moreover, designing appropriate voice
dialogues and endowing the system with a personality
to strengthen emotional connections with users could en-
hance engagement.

However, several challenges need to be addressed to
realize these benefits, including improving speech recog-
nition accuracy, effectively utilizing audio features, and
reducing hallucinations during task execution.

3 Suggested topics for discussion
I suggest discussing the following topics:

• What are the benefits and challenges of converting
existing text-based user support dialog systems to
voice-based systems?

• Can a multimodal LLM become an assistant spo-
ken dialog system (SDS) that exceeds existing text-
based LLM?

• Can the use of voice features in an SDS help person-
alize the system?
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1 Research interests

My research interest lies in the realm of social inter-
active agents, specifically in the development of social
agents for positively influencing human psychological
states. This interdisciplinary field merges elements of
artificial intelligence, psychology, and human-computer
interaction. My work integrates psychological theories
with dialogue system technologies, including rule-based
systems and large language models (LLMs). The core
aim of my work is to leverage these systems to promote
mental well-being and enhance user experiences in vari-
ous contexts.

1.1 Social agent for psychological well-being

A significant focus of this research was designing dia-
logue systems that interact with users in ways that sup-
port their psychological well-being. In my master’s the-
sis, I developed a social interactive robot aimed at reduc-
ing student anxiety during oral tests (Baihaqi, 2023). This
study involved comparing different types of agent inter-
actions that promote a positive psychological state by de-
livering certain dialogue such as small talk against a con-
trol group where the agent exhibited flat, robotic behav-
ior. The triggers for delivering such dialogue were based
on the similarity score of the student’s answer to the an-
swer key. In addition, I measured the students’ anxiety
levels during oral tests with a human examiner to provide
a comprehensive comparison.

This study evaluated anxiety levels using subjective re-
ports, behavioral observations, and physiological mea-
sures. Subjective reports were collected through struc-
tured questionnaires, behavioral observations were made
by annotating recorded videos, and physiological states
were assessed using self-designed measurement devices.

I have also undertaken several efforts in this field, in-
cluding proposing a robot demonstration method to in-
troduce social robotics to university students (Baihaqi
and Xu, 2024), conducting a literature review on the
practical applications of small robots as social robots
and fuzzy techniques (Baihaqi and Xu, 2022a,c), explor-

ing the emotion classification technique (Baihaqi et al.,
2023), and designing customer service robot interactions
in shopping malls using the seven stages of action (Bai-
haqi and Xu, 2022b).

1.2 Human-agent rapport
Currently, my doctoral research focuses on human-agent
rapport, specifically exploring rapport-building dialogue
strategies for multimodal dialogue agents (Baihaqi et al.,
2024). Rapport refers to a warm and effortless connec-
tion marked by mutual comprehension, acknowledgment,
and sympathetic harmony among individuals (Vanden-
Bos, 2007). It ensures team members’ sustained inter-
est, involvement, and contentment, which eventually im-
proves work results. Existing research highlights the vital
role of rapport in enhancing task outcomes across various
applications, such as healthcare (Johanson et al., 2020),
tutoring (Sinha and Cassell, 2015), food services (Lee
et al., 2012), and clinical interviews (Gratch et al., 2014).

Our research introduced a rapport-building dialogue
strategy by integrating rapport-building utterances into
the small talk with a virtual agent which was gathered
from various successful existing studies of human-human
rapport-building such as storytelling and praise expres-
sion. By integrating these curated utterances, our aim
was to leverage the benefits of each utterance to diver-
sify and enrich the agent’s responses, ultimately enhanc-
ing the rapport between humans and agents.

The rapport-building dialogue strategy was embedded
into the agent with two distinct strategies, free-form and
predefined dialogue strategies. In the free-form strategy,
the virtual agent gained the advantage of fostering a more
natural and dynamic conversation, allowing users to ex-
press themselves authentically. This approach offered
flexibility and adaptability, enhancing user engagement
by responding to unique cues. However, drawbacks in-
cluded potential inconsistency and missed opportunities
for strategic rapport-building across many sessions. On
the other hand, predefined elicitation ensured consistency
and goal alignment but led to a more rigid and less per-
sonalized dialogue.
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The effectiveness of these strategies was assessed
through questionnaires examining rapport scores and user
experiences. Additionally, we are examining confound-
ing factors such as total turn count and utterance length
to understand their impact on rapport.

2 Spoken dialogue system (SDS) research

For the future of SDS research, I agree with the state-
ments by Mattar et al. (2012). While the research on task-
oriented SDS is well-developed, limiting SDS to task-
oriented interactions is not sufficient and can negatively
affect user experiences. Enhancing non-task-oriented di-
alogue systems is essential, as these systems engage users
in trivial conversations, increasing engagement and satis-
faction before crucial or main conversations. Remember-
ing the importance of it, in the future, non-task-oriented
dialogue system research is expected to become a trend.

In line with the growing importance of non-task-
oriented dialogue, leveraging psychological theories will
become a common strategy to achieve meaningful inter-
actions. By incorporating these theories, SDS can exhibit
more favorable behaviors, resulting in natural and relat-
able dialogue. However, implementing some theories
will require a deep understanding of human utterances
and non-verbal cues to discern implicit meanings, thereby
increasing the demand for recognition techniques. For
instance, recognizing when a human is not actively en-
gaged in the conversation allows the agent to provide ap-
propriate backchanneling behaviors. Instead of simply
instructing the participant to pay attention, these behav-
iors may include employing psychological theories such
as clarification, followed by reflective and active listen-
ing strategies. This approach may enhance the user expe-
rience, fostering connection between users and dialogue
systems.

Last, unlike task-oriented dialogue that can be evalu-
ated through computable metrics, non-task-oriented di-
alogue systems typically require human participants to
evaluate performance. However, there is a growing dis-
cussion on utilizing LLMs to evaluate SDS. This method
can possibly accelerate development through continuous
feedback, reduce human evaluator biases, and save cost
and time. It helps establish benchmarks and standards in
SDS development. I believe this type of research will be
a trend for the next five years.

3 Suggested topics for discussion

• Implementing psychological theory to SDS: Im-
plementing psychological theory into SDS has pri-
marily relied on rule-based methods and prompting
LLMs. An alternative approach involves conduct-
ing human-human dialogue experiments and using
the resulting dialogue corpus to train the language

model. This enables the agent to adopt desired be-
haviors based on psychological principles. How-
ever, it requires a high cost and time to experiment
and annotate. Is there a possible novel method to
further integrate psychological theory with a lan-
guage model?

• Assessing human-agent rapport without human
evaluation: Currently, assessing rapport between
humans and agents primarily relies on human eval-
uations through questionnaires. Some research has
moved beyond questionnaires by observing specific
behavioral patterns of participants. However, human
evaluation is often questioned by reviewers for its
subjectivity, generalization, and reliability. Is it pos-
sible to evaluate an SDS’s ability to cultivate rap-
port using computable metrics, without relying on
human evaluation?

• Conducting SDS evaluation using other SDSs:
Evaluating SDS, especially for non-task-oriented
SDS typically involves human interaction and feed-
back, which can be time-consuming and costly.
Nowadays, there is a growing discussion about us-
ing other SDSs for evaluation purposes. As a result,
there is also a growing debate about how closely the
agent can replicate the human responses. Is it possi-
ble to build SDSs that can accurately represent hu-
man responses by incorporating diverse human per-
sonas?

References
Muhammad Yeza Baihaqi. 2023. Human Behavioral,

Subjective, and Physiological Assessments Under an
Oral Test by a Humanoid Robot Examiner. Mas-
ter’s thesis, National Taiwan University of Science and
Technology.

Muhammad Yeza Baihaqi, Angel García Contreras,
Seiya Kawano, and Koichiro Yoshino. 2024. Rapport-
driven virtual agent: Rapport building dialogue strat-
egy for improving user experience at first meeting. To
appear in INTERSPEECH 2024.

Muhammad Yeza Baihaqi, Edmun Halawa, Riri
Syah, Anniza Nurrahma, and Wilbert Wijaya.
2023. Emotion classification in indonesian lan-
guage: A cnn approach with hyperband tun-
ing. Jurnal Buana Informatika 14:137–146.
https://doi.org/10.24002/jbi.v14i02.7558.

Muhammad Yeza Baihaqi and Sendren-Sheng Dong Xu.
2022a. The past and future of the fuzzy technique in
social robots. In Proceedings of the International Con-
ference on Fuzzy Theory and Its Applications (iFuzzy
2022). page 1.

12



Muhammad Yeza Baihaqi and Sendren-Sheng Dong Xu.
2022b. Seven stages of action for the interaction de-
sign of the customer service of a robot in a shopping
mall. In Proceedings of the International Conference
on Advanced Robotics and Intelligent Systems (ARIS
2022). pages 1–2.

Muhammad Yeza Baihaqi and Sendren-Sheng Dong Xu.
2022c. A survey on practical applications of small
robots as social robots. In Proceedings of the Interna-
tional Conference on System Science and Engineering
2022 (ICSSE 2022). page 1.

Muhammad Yeza Baihaqi and Sendren Sheng-Dong
Xu. 2024. Impact of showing robot demon-
stration on introducing social robotics field to
university students. International Journal of
Humanoid Robotics 21(02):2350018–2350041.
https://doi.org/10.1142/S0219843623500184.

Jonathan Gratch, Gale M. Lucas, Aisha Aisha King, and
Louis-Philippe Morency. 2014. It’s only a computer:
the impact of human-agent interaction in clinical in-
terviews. In Proceedings of the 2014 International
Conference on Autonomous Agents and Multi-Agent
Systems. International Foundation for Autonomous
Agents and Multiagent Systems, Richland, SC, AA-
MAS ’14, page 85–92.

Deborah L. Johanson, Ho Seok Ahn, Craig J. Sutherland,
Bianca Brown, Bruce A. MacDonald, Jong Yoon Lim,
Byeong Kyu Ahn, and Elizabeth Broadbent. 2020.
Smiling and use of first-name by a healthcare recep-
tionist robot: Effects on user perceptions, attitudes, and
behaviours. Paladyn, Journal of Behavioral Robotics
11(1):40–51. https://doi.org/doi:10.1515/pjbr-2020-
0008.

Min Kyung Lee, Jodi Forlizzi, Sara Kiesler, Paul
Rybski, John Antanitis, and Sarun Savetsila. 2012.
Personalization in hri: A longitudinal field ex-
periment. In Proceedings of the Seventh An-
nual ACM/IEEE International Conference on Human-
Robot Interaction. Association for Computing Ma-
chinery, New York, NY, USA, HRI ’12, pages 319–
326. https://doi.org/10.1145/2157689.2157804.

Nikita Mattar et al. 2012. Small talk is more than chit-
chat. In KI 2012: Advances in Artificial Intelligence.
pages 119–130.

Tanmay Sinha and Justine Cassell. 2015. We click,
we align, we learn: Impact of influence and con-
vergence processes on student learning and rapport
building. In Proceedings of the 1st Workshop on
Modeling INTERPERsonal SynchrONy And InfLu-
ence. Association for Computing Machinery, New
York, NY, USA, INTERPERSONAL ’15, pages 13–
20. https://doi.org/10.1145/2823513.2823516.

G. R. VandenBos. 2007. APA dictionary of psychology.
American Psychological Association, Washington, D.
C.

Biographical sketch
Muhammad Yeza Baihaqi
earned his B.Eng. degree from
President University in 2020,
where he was recognized as
the top graduate in Electrical
Engineering. Subsequently, he
completed his M.Sc. degree
in the Graduate Institute of
Automation and Control at the
National Taiwan University of

Science and Technology in 2023, receiving accolades as
an Outstanding Student in the College of Engineering.

Currently, he is pursuing his Ph.D. in Information Sci-
ences at the Nara Institute of Science and Technology.
His research interests include social interactive agents
and dialogue systems for psychological well-being.

13



The 20th Annual Meeting of the Young Researchers’ Roundtable on Spoken Dialogue Systems, pages 14–15
September 16–17, 2024. ©2024 Association for Computational Linguistics

Kai Yoshida Nara Institute of Science and Technology /
RIKEN GRP, Nara, Japan

yoshida.kai.yf1@is.nasit.jp
https://sites.google.com/view/kai-yos/

1 Research interests
In our research, we aim to achieve SDS capable of gen-
erating responses considering user preferences. While
users have individual topic preferences, existing SDSs
do not adequately consider such information. With the
development of LLMs, SDSs are expected to be imple-
mented in various tasks, including coexisting with hu-
mans in robotic applications. To become better partners
with humans, systems are anticipated to memorize user
preferences and utilize them in their response generation.
Our future reserarch aim to realize SDSs that can remem-
ber and complement user information through dialogue,
enabling personalized interactions.

1.1 Personalized Dialogue System
Persona dialogue is a dialogue task where systems gener-
ate responses by referring profile information called per-
sonas, aiming to induce certain social behaviors in LLMs.
A persona refers to information such as desired person-
ality traits and background that systems should exhibit,
enabling SDSs to provide more natural and human-like
conversations. The primary goal of persona dialogue is
to enhance the naturalness, consistency of system person-
ality, and character, thereby increasing user engagement.
For instance, setting information like "Name: Alice, Age:
25, Occupation: Virtual Assistant, Hobbies: Reading,
Traveling, Music" allows interactions with users based
on this setup. When a user asks, "Hello, Alice. How’s the
weather today?" Alice might respond, "Hello! It’s sunny
today, and the temperature is warm. Perfect weather for a
walk. Have you read any new books recently?" This setup
enables SDSs to deliver human-like dialogues tailored to
specific backgrounds.

An important aspect of this task is that it’s impracti-
cal to pre-define all system profile information, leading
to hallucinations where new profile information emerges
in responses as dialogue turns increase. Failing to con-
sider such hallucinated personas may result in inconsis-
tencies in system character and lack of response coher-
ence in subsequent dialogues.

Our past research [Yoshida et al. (2024b)] addressed
this challenge by extracting and storing persona infor-
mation from generated texts for retrieval-based response
generation. However, effective methods have yet to be
proposed due to challenges in experimental setups for

long-term dialogues and factors like language model gen-
eration accuracy.

In future work, based on the knowledge gained so far,
we aim to design long-term dialogue experiments and re-
sponse generation systems to address the issue of persona
hallucination in long-term dialogues.

1.2 Topic Transition on Dialogue

The research interests in Section 1 can be further divided
into subsections, as found appropriate by the author. For
SDSs and dialogue robots to establish rapport with users,
it is anticipated that system-level personalization of users
is necessary. Hence, our research focuses on topic transi-
tions in dialogues. While users have preferences for spe-
cific topics, existing LLMs do not explicitly utilize these
preferences for response generation. For instance, offer-
ing discussions on baseball to users who prefer it can en-
hance dialogue engagement. The goal is for systems to
provide personalized dialogues based on such user pref-
erences, fostering rapport between humans and systems.

As a preliminary step towards this goal, we have pre-
viously explored methods to naturally transition topics
from current to desired topics by inducing word associa-
tions in LLMs [Yoshida et al. (2024a)]. This approach has
suggested that it enables more natural and diverse tran-
sitions compared to transition methods using knowledge
graphs.

However, we have not yet addressed the realization
of personalized topic transitions using user information.
Therefore, future efforts will focus on ini tiatives like bi-
asing transition content based on user information.

1.3 Automatic Evaluation of Dialogue Topic
Transition

While the dialogue performance of LLMs is advancing
daily, current LLMs adopt passive dialogue strategies and
lack the ability to lead conversations. Therefore, our re-
search focuses on topic transitions in dialogues to enable
SDSs to acquire the ability to lead conversations. Specif-
ically, we are working on achieving personalized topic
transitions for each user, which is crucial for LLMs to
take the lead in dialogues.

One major challenge in this endeavor is the lack of
automated evaluation metrics for assessing the natural-
ness of topic transitions. Existing studies often use
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benchmarks that measure the accuracy of topic transitions
against correct labels in datasets, but reference-free eval-
uation metrics for topic transitions are still insufficient.
In topic transitions, due to the characteristic that the next
topic candidate is not uniquely determined, reference-
free evaluation metrics are suitable for reference-based
ones. Moreover, automated evaluation metrics for topic
transitions are important for inferring natural transition
targets.

Therefore, our future research will focus on develop-
ing reference-free automated evaluation metrics for topic
transitions.

2 Spoken dialogue system (SDS) research

In the coming years, SDS research is expected to split into
two major directions: practical applications and the study
of dialogue mechanisms. Moreover, these areas are not
independent of each other but are expected to mutually
influence one another.

2.1 Interaction of dialogues

To generalize SDSs more broadly, it is necessary to make
them more appealing to users. To achieve this, it is im-
portant to study the interactions between SDSs and users.

Before the advent of ChatGPT, dialogue research pri-
marily focused on generating natural sentences or pro-
ducing sentences according to specifications. However,
with the advancement of LLMs, it has become possible to
generate reasonably natural responses to given contexts.
Consequently, the groundwork is being laid for examin-
ing human interaction when using LLMs as agents.

Given these developments, it is anticipated that future
research will focus heavily on how generated sentences
affect users and what dialogue strategies should be em-
ployed to influence users.

Therefore, advancing this research will likely require
approaches that include fields such as psychology and lin-
guistics. Hence, future researchers in the SDS field will
need interdisciplinary knowledge that extends beyond en-
gineering alone.

2.2 Social Adaptation

To further generalize and popularize SDS, it is essential
to address problems set in real-world environments. For
example, long-term dialogues spanning multiple sessions
and turn-taking in multi-party conversations are expected
to become important. Investigating the gap between SDS
applications and experimental environments and estab-
lishing these as defined tasks is necessary. Additionally,
collaboration with companies developing these services
is crucial.

3 Suggested topics for discussion
The author would like to propose the following topics for
discussion.

• What is the necessity of SDSs aimed specifically at
dialogue rather than being just user interfaces? What
do general users need from SDSs through conversa-
tion?

• The relationship between SDSs and users: Should
SDSs act just as agents, or should they aim to be-
come like friends or family?

• Privacy in conversational content. Nowadays, many
SDS applications operate online via APIs, but is this
preferable from a privacy perspective? If it is not
preferable, how can this issue be resolved?
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1 Research Interests 

My research aims to use multimodal data in psycho-
therapy to develop optimal analytical models for vari-
ous information generated during therapy, to elucidate 
the process of psychotherapy, and to create AI thera-
pists to develop new psychotherapies. 

1.1 Past Research 

The applicant has been conducting research in the field 
of psychology to elucidate the maintenance and predic-
tion of symptoms of mental illness and other disorders 
and the transformation process in treatment from multi-
modal data such as facial expressions (Maeda and Yo-
kotani, 2022; Maeda and Yokotani, 2023). 

1.2 Current and planned future research 

Current and future research that we are conducting aims 
to elucidate the process of psychotherapy using multi-
modal high-resolution data while utilizing the qualifica-
tions of licensed psychologists. As background for this 
study, psychotherapy is in high demand in society, but 
its effectiveness is only 60%. In recent decades, alt-
hough enormous amounts of research funds and the 
time of many researchers worldwide have been devoted 
to improving the effectiveness of psychotherapy, the ef-
fectiveness of psychotherapy has come to a head 
(Leichsenring et al., 2022). To improve the effective-
ness of psychotherapy, it is necessary to "dismantle" 
psychotherapy and verify the effectiveness of each 
component（Boschloo et al., 2019）, and multimodal 
machine learning is effective for this purpose. Therefore, 
we will establish an analytical model of psychotherapy 
using a registry(Psychotherapy Registry R-MAP ：
KAKENHI 22K20312) that stores high-resolution data 
during psychotherapy, which is owned by the labora-
tory to which the applicant belongs. We will also apply 
the obtained model to clinical data to clarify its useful-
ness in clinical practice.  

Furthermore, she is working on the development of 
AI therapists, aiming to achieve natural communication 
with patients by utilizing voice interaction technology. 

With advancements in this voice interaction technology, 
AI therapists will be able to understand patients' emo-
tions and intentions more accurately and provide per-
sonalized treatment anytime and anywhere. Figure 1 
shows a demo screen of an actual implementation of an 
AI therapist, serving as a supportive bot for people ex-
periencing parenting loneliness. 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 1  Demo screenshot of the snuggle bot for 
lonely childcare people. 

2 Future of Spoken Dialog Research 

In five years, voice dialogue research is expected to 
achieve further advancements, establishing technolo-
gies that enable more appropriate and natural interac-
tions. These technologies will allow for a more accurate 
understanding of human speech and intentions, and the 
generation of appropriate responses. In ten years, these 
technologies are predicted to become widely adopted, 
with voice dialogue systems being utilized in various 
aspects of daily life, such as healthcare, education, and 
entertainment. 

In the meantime, young researchers are expected to 
significantly contribute to improving the accuracy and 
practical application of voice dialogue systems. Specif-
ically, they will aim to develop systems that can handle 
diverse languages, dialects, and accents. Additionally, 
research to improve the usability and safety of voice di-
alogue systems will be important. Furthermore, by 
working on the development of multimodal dialogue 
systems that integrate different modalities (e.g., voice, 
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visual, gestures), they can provide a richer user experi-
ence. 

To achieve the above goals, research on interface 
design and usability to create easy-to-use and safe dia-
logue systems will be necessary. Additionally, the de-
velopment and evaluation of dialogue systems that 
combine modalities other than voice will be essential. 
Furthermore, to promote the field, research on the ethi-
cal issues and social impacts brought by the widespread 
use of dialogue systems and measures to address these 
issues will be indispensable. Through these studies, it 
will be possible to build the future of voice dialogue re-
search and provide technologies beneficial to society. 

3 Suggestions for discussion 

• Accurate Detection of Emotions and Inten-
tions and Optimization of Responses: Ana-
lytical techniques for understanding 
emotions and intentions and generating more 
human-like responses. 

• Interface Design: Designing interfaces that 
affect how users interact with the system 
(visual and auditory design). 

• Interpretation of Emotions and Other Para-
linguistic Phenomena: Interpretation of Mul-
timodal Information such as Emotions. 
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psychological therapies using human augmentation 
technologies (Grant-in-Aid for Scientific Research (B): 
24K00492), contributing to research that is expected to 
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1 Research interests
My research interests lie in multimodal dialog systems,
especially in turn-taking and the understanding and gen-
eration of non-verbal cues. I am also interested in bring-
ing dialog system research into industry, and making vir-
tual agents practical in real world setting.

I have been working on the Intelligent Language
Learning Assistant (InteLLA) system, a virtual agent de-
signed to provide fully automated English proficiency as-
sessments through oral conversations1. This project is
driven by the practical need to address the lack of oppor-
tunities for second-language learners to assess and prac-
tice their conversation skills.

While recent advancements in large language models
(LLMs) have enabled natural conversation, effective as-
sessment requires several components that current LLMs
cannot fully achieve. Based on interviewer guidelines for
oral proficiency assessment (Liskin-Gasparro, 2003), the
following functionalities have been identified as neces-
sary for the agent to possess for an effective assessment:

1. Automated Proficiency Assessment

2. Confusion Detection

3. Multimodal Turn-Taking Prediction

My past research has focused on solving each of these
problems, which will be explained in subsequent sec-
tions. Additionally, these research outcomes have been
integrated into the InteLLA agent and evaluated for its
effectiveness in end-to-end assessment.

1.1 Automated Proficiency Assessment
For scalable and reliable evaluations, an automated as-
sessment model is essential. While handcrafted lexical
and acoustic features have been extensively investigated
for assessment, end-to-end approaches, particularly those
utilizing visual features like facial expressions and eye
gaze—critical components of interaction—have not been
thoroughly explored. I proposed a multimodal oral profi-
ciency assessment model incorporating lexical, prosodic,
and visual cues (Saeki et al., 2021). The results demon-
strated that end-to-end approaches using deep neural net-
works achieve a higher correlation with human scoring

1https://youtu.be/RzCq5Z4cDBk?feature=shared

compared to those employing handcrafted features. Fur-
thermore, the effectiveness of the modalities was found
to be in the order of lexical, acoustic, and visual features.

Assessment is also important during the interview. For
the user to demonstrate their full range of ability, they
must be challenged with appropriate levels of questions,
according to assessment during the interview. Saeki et al.
(2022a) investigated the feasibility of incremental assess-
ment of oral proficiency using an adaptive test format.

1.2 Confusion Detection

Language learners often face confusion, where they fail
to understand what the system has said and may be un-
able to respond, leading to a conversational breakdown.
Detecting such states and keeping the conversation mov-
ing forward by repeating or rephrasing system utterances
is crucial. In Saeki et al. (2022b) we collected a dataset
of user confusion using a psycholinguistic experimental
approach and identified seven multimodal signs of con-
fusion, some unique to online conversations. We trained
a classification model of user confusion using these fea-
tures. An ablation study showed that features related to
self-talk and gaze direction were most predictive.

1.3 Multimodal Turn-Taking Prediction

Language learners often produce long silences while for-
mulating their responses. Such pauses should not be in-
terrupted, however, the system should promptly take its
turn when the user has finished speaking to achieve a nat-
ural conversation flow. While the effectiveness of visual
cues—such as gaze, mouth, and head movements—has
been suggested, few studies have fully incorporated them
into turn-taking models. We proposed a multimodal
model for predicting the end-of-turn probability in spo-
ken dialogue systems(Kurata et al., 2023). An ablation
study on visual features showed that eye movements con-
tributed more significantly than mouth and head move-
ments. Additionally, an end-to-end visual feature extrac-
tion model utilizing 3D-CNN was employed to compre-
hensively capture these visual cues. Combining visual
features with acoustic and verbal information, the AUC
score for end-of-turn prediction improved from 0.896 to
0.920, demonstrating the effectiveness of these visual
cues.
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1.4 InteLLA System Evaluation

The primary challenge in using dialogue systems for reli-
able language assessment of interactional skills lies in ob-
taining ratable speech samples that demonstrate the user’s
full range of abilities. We developed a multimodal di-
alogue system that employs adaptive sampling strategies
and enables mixed-initiative interaction through extended
interviews and role-play dialogues (Saeki et al., 2024).
The interview is a system-led dialogue aimed at evalu-
ating the user’s overall proficiency. The system dynam-
ically adjusts question difficulty based on real-time as-
sessment to induce linguistic breakdowns, providing ev-
idence of the user’s upper proficiency limits. The role-
play, on the other hand, is a mixed-initiative, collabora-
tive conversation intended to assess interactional compe-
tence such as turn management skills.

Two experiments were conducted to evaluate our sys-
tem in assessing oral proficiency. In the first experiment,
involving an interview dataset of 152 speakers, our sys-
tem demonstrated high accuracy in automatically assess-
ing overall proficiency. However, linguistic breakdowns
were less likely to occur among high-proficiency users,
indicating room for improving the ratability of speech
samples. In the second experiment, based on a role-play
dataset of 75 speakers, the speech samples elicited by
our system were as ratable for interactional competence
as those elicited by experienced teachers, demonstrating
our system’s capability in conducting interactive conver-
sations. Finally, we reported on the deployment of our
system with over 10,000 students in two real-world test-
ing scenarios.

1.5 Future Planned Work

Using the InteLLA system, a future direction I am plan-
ning is to automatically evaluate interactional compe-
tence the user is able to demonstrate. Interactional com-
petence is an important metric in the context of language
assessment; however, I believe it could also benefit Spo-
ken Dialogue Systems (SDS). For example, interactional
competence has been identified in the field of language
assessment to include functions such as turn management
strategy, which consists of timing, turn-allocation, over-
lap resolution, and preference organization. Measuring
and closing the gap of interactional competence of turn
management strategy between an SDS and a human in-
terlocutor would mean the SDS is recognized more sim-
ilarly to a human interlocutor, which is a measure of im-
provement for the SDS. Furthermore, if the relationship
between the interlocutor’s and user’s turn management
strategies is identified, we can effectively improve the
system to achieve a more authentic spoken dialog experi-
ence.

2 Spoken dialogue system (SDS) research
In light of recent advancements in large language models
(LLMs) and multimodal LLMs, I believe that this gen-
eration will witness the widespread usage of spoken dia-
logue systems (SDS) in everyday life. Currently, many
SDS frameworks depend on multiple models, external
APIs, and networks. An imperative field of research in
the coming years will be the continuous monitoring and
quality assurance of these complex systems. Automatic
detection of bugs and conversation experience issues will
be crucial for the widespread usage of SDS. Addition-
ally, it will be essential to ensure that subsequent changes
do not introduce new problems or degrade overall system
performance.

Another exciting advancement for SDS would be the
development of fully end-to-end models. For instance,
models like GPT-4o exhibit impressive expressiveness;
however, they are likely not yet capable of fully in-
teractive conversations as they process user utterances
in chunks. Such models would struggle with com-
plex turn-taking phenomena like allowing users time
to think, backchanneling, and handling overlapping re-
sponses without external modules. Research on incre-
mental models that process and output audio in real-
time will be essential to overcome these limitations and
achieve more natural and fully duplex interactions.

3 Suggested topics for discussion
• Quality Assurance and Testing of SDS: With the

rapid deployment of Spoken Dialogue Systems
(SDS) in real-world applications, similar to other
industrial software, automated testing is becoming
crucial. How can we ensure that updates to the sys-
tem do not degrade performance and genuinely im-
prove the conversational experience? What method-
ologies or frameworks can be employed for objec-
tive and automated testing?

• Identifying and Implementing Improvements: Vir-
tual agents in SDS have several aspects that can be
enhanced, such as speech content, Text-to-Speech
(TTS) quality, turn-taking mechanisms, and mo-
tion. How can we efficiently pinpoint bottlenecks
in user experience to prioritize and implement im-
provements effectively?

• Leveraging Larger and Multimodal Models: The ad-
vent of large language models (LLMs) with mul-
timodal capabilities suggests significant potential
for handling spoken dialogue with natural speech.
Is this the future direction for SDS development?
What roles can university researchers and young
professionals without huge computational resource
play in the race for bigger models?
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1 Research interests
My research interests lie in the area of natural lan-
guage generation (NLG), more specifically, I focus on
the faithfulness of NLG. Following Maynez et al. (2020),
we define faithfulness as adherence to a given set of in-
puts (such as a result of a database lookup or a system
action). These inputs can either be given by the user
with the goal of a given transformation (e.g. data-to-text
generation or summarization), or by a dialogue system to
compose a reply to the user.

In contrast to numerous works that focus on factual-
ity, i.e. the real-world truth value of a statement, (Azaria
and Mitchell, 2023; Lin et al., 2022), I believe that faith-
fulness is a more useful quality in the realm of dialog
systems since it measures whether the user received the
information they asked for. Thus, my research is directly
applicable to the task of dialog response generation.

My research is guided by two research questions:

1. How can we determine if a generated text is faithful
to its source data?

2. Which factors affect the faithfulness of an LLM’s
output and how can we manipulate them to achieve
better accuracy?

In the following sections, I will outline my progress
and plans for how to evaluate faithfulness and thus an-
swer the first research question (Sec 1.1), my plans to un-
derstand and improve the faithfulness of systems to seek
answers to the second research question (Sec 1.2), and
my previous work on treating script generation as a dia-
logue system task (Sec 1.3).

1.1 Evaluation of faithfulness
There are several challenges when designing a robust pro-
tocol to evaluate faithfulness. Most metrics rely on the
presence of gold reference data (Papineni et al., 2002;
Zhang et al., 2020; Kane et al., 2020) that is not always
available. Furthermore, some problems have more than
one correct solution, and comparing to an arbitrary refer-
ence might not always favor the best outputs.

Additionally, in our work examining data contamina-
tion (i.e. presence of testing data in the training data)
(Balloccu et al., 2024), we found that many datasets with

gold annotations, such as several variants of MultiWOZ
(Budzianowski et al., 2018; Eric et al., 2020; Ye et al.,
2022) and some datasets used for DSTC (Zhao et al.,
2023) were leaked to closed-source language models by
users. With works examining the presence of datasets in
CommonCrawl (Li et al., 2024), we cannot even be en-
tirely sure that open-weight models with secret training
data, such as Mistral (Jiang et al., 2023) or Llama2 (Tou-
vron et al., 2023) are free from data contamination. This
casts a shadow of doubt on whether the models truly gen-
eralize well or whether a part of their success is due to
data contamination.

Therefore, in my research, I will focus on reference-
free evaluation methods that can be used on freshly mined
data, such as the QUINTD dataset (Kasner and Dušek,
2024). We have seen some success using LLMs as eval-
uators for dialogue response generation (Plátek et al.,
2023) and we are currently extending this work on new
datasets and with comparison to crowd-workers of sev-
eral proficiency levels determined based on a qualifica-
tion screening test. Currently, there are also reference-
free metrics based on natural language inference (NLI),
however, they are not yet equipped to deal with structured
data or with data of various lengths. We intend to address
this issue in our future work.

We do not intend to replace human evaluation using
these methods since insights gained by a well-performed
human analysis are unparalleled. We rather see automatic
evaluation as a proxy for situations where time and re-
sources are limited, such as in a development cycle when
trying to estimate the effect of a change. Additionally, hu-
man and automatic evaluation should complement each
other to assess the strengths and weaknesses of a system
comprehensively.

To simplify human (or LLM) annotation of LLM faith-
fulness errors, my colleagues and I developed a tool
called factgenie1 (Kasner et al., 2024), which will be pre-
sented at INLG as a demo the week after YRRSDS. Fi-
nally, we have prepared a comprehensive survey of how
automatic evaluation is generally performed in NLG and
extended a set of best practices (Schmidtová et al., 2024).
This work will also be presented at INLG. One of our

1https://github.com/kasnerz/factgenie
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main findings was that evaluation in NLG is currently
very divided. The most prominently used metrics are
based on N-gram overlap, such as BLEU (Papineni et al.,
2002), which is unfortunate, since Reiter (2018) shows
that they have little informational value in NLG.

1.2 Understanding and improving faithfulness
When trying to understand the faithfulness of LLMs to a
given input, prompts are the easiest external factor to ex-
amine. Axelsson and Skantze (2023) observed that ask-
ing an LLM to stick to the provided facts indeed increases
their faithfulness. In our research, we intend to explore
how various circumstances, such as prompt length, gram-
matical correctness, or the presence of specific instruc-
tions, affect the faithfulness of a language model.

Moreover, we also intend to use probing to observe
how the different prompts activate different parts of the
network and thus elicit different results. We draw in-
spiration from work where probing was used to seek out
and modify facts stored in LLMs’ trained weights (Meng
et al., 2022) or to classify if an LLM believes that a state-
ment supplied by the user on the input is true (Azaria and
Mitchell, 2023).

1.3 Previous work on theatre play script generation
The majority of my past work on theatre play generation
was performed with a single language model predicting
the next character utterance (Schmidtová et al., 2022).
However, one of the downsides of this approach was the
lack of consistency in the characters’ personalities. As a
small side project, we decided to treat this task as a con-
versation between three language models, each of them
fine-tuned to represent a separate character (Schmidtová
et al., 2022). To keep things simple, we classified char-
acters in movie scripts into pessimists, optimists, and re-
alists by observing the average sentiment of their utter-
ances. We showed that by training each model separately,
the consistency of characters was indeed improved.

2 Spoken dialogue system (SDS) research
The arrival of large language models trained using re-
inforcement learning from human feedback changed the
way how the public perceives dialogue systems and what
to expect from them. I believe there are two directions
in research we should pay attention to in the next 5-10
years:

Multidisciplinary collaboration We might not even
be aware of all the ways how the public uses dialogue sys-
tems and often only hear about the use cases where some-
thing went wrong, such as a lawyer citing non-existent
cases (Merken, 2023). I believe it is important to connect
with other fields, especially psychology, to have a better
understanding of how SDSs impact the users so we can

make more informed decisions about how we design and
present the systems to make them safer.

Educating the public Last, but not least, we see many
public figures make bold statements about how LLMs
will make entire careers, such as programmers, obso-
lete. Generally, the boldest claims do not come from re-
searchers, but rather from executives seeking to increase
profits of the companies they run. For this reason, I
believe that communicating research to the public has
grown equally as important as the research itself. Sci-
entists should be the figures that the public looks to with
questions, yet they are often not very visible outside of
academic grounds. As young researchers, we can start
small, for example by giving talks to high school students
or interested communities around us.

3 Suggested topics for discussion
These are the topics I would like to suggest for discus-
sion:

• Data contamination: to what extent should we
examine and worry about dialogue datasets being
contained in CommonCrawl or the training sets
of closed-source models?

• Evaluation: should we strive for a more general
and unified set of evaluation practices or rather try
to adapt the metrics used to the presented dialogue
system?

• Multidisciplinary collaboration: Other fields,
such as robotics or social sciences can be very bene-
ficial to SDS and provide insights to make them bet-
ter and safer. On the other hand, the structure and
funding distribution of universities does not always
favor such collaboration. How do others tackle this,
if at all?
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1 Research interests

My research interests lie in the area of building a di-
alogue system to generate interesting and entertain-
ing responses, with a particular focus on knowledge-
grounded dialogue systems. Study of open-domain di-
alogue systems seeks to maximize user engagement
by enhancing specific dialogue skills. To achieve this
goal, much research has focused on the generation of
empathetic responses, personality-based responses, and
knowledge-grounded responses (Algherairy and Ahmed,
2024). In addition, interesting responses from the open-
domain dialogue systems can increase user satisfaction
and engagement due to their diversity and ability to at-
tract the user’s interest. Interesting responses are de-
fined here as those that contain facts not generally well
known but that provide surprise and engage the user. It
has also been observed in task-oriented dialogue, user en-
gagement can be increased by incorporating interesting
responses into the dialogue. For example, Vicente et al.
(2023) incorporated interesting responses into the spoken
dialogue systems (SDSs) to support the user in perform-
ing complex tasks, making the experience pleasant and
enjoyable for the user. However, even in the case of in-
teresting responses, if the dialogue is incoherent, user en-
gagement is likely to be significantly reduced. To cre-
ate a dialogue system that is consistent and interesting in
a dialogue context, I am working on using knowledge-
grounded response generation methods to select interest-
ing knowledge that is relevant to the dialogue context and
to make responses that are based on that knowledge.

1.1 Introducing interesting knowledge into dialogue
systems

Several studies have been conducted to investigate the
use of interesting knowledge in dialogues to achieve en-
gaging dialogues. Konrád et al. (2021) built a dialogue
system that uses interesting knowledge obtained from
crawling from Reddit with high similarity to the dialogue
context in the dialogue for improving user engagement
in open-domain dialogue. To incorporate the acquired
knowledge in a conversational format, the method gener-
ated a follow-up question and connected it to the knowl-
edge. However, in this approach, the timing of the inser-
tion of interesting knowledge into the dialogue is deter-

mined by rules, and the content response does not take
into account the dialogue context, resulting in unnatu-
ral dialogue. Vicente et al. (2023) proposed a method
of introducing interesting knowledge into a spoken dia-
logue system to help users perform complex tasks using
templates. In this approach, interesting knowledge gath-
ered from web searches is introduced into the dialogue
via a template, producing a dialogue that lacks natural-
ness and coherence for the dialogue context. To address
these challenges, I am working on selecting appropriate
knowledge, taking into account both the dialogue context
and interestingness, and generating responses based on
knowledge without using templates. This will enable the
generation of natural and interesting responses that are
consistent with the dialogue and will improve user satis-
faction.

1.2 Knowledge-grounded dialogue systems

Knowledge-grounded dialogue systems are approaches
that generate responses that are based on external knowl-
edge relevant to the dialogue, and can generate diverse
and informative responses. Knowledge-grounded dia-
logue systems basically consist of two modules: knowl-
edge selection and response generation (Wang et al.,
2023). The knowledge selection module selects knowl-
edge for use in the next response from the candidate
knowledge related to the dialogue, and the response gen-
eration module generates a response that is based on the
content of the retrieved knowledge and the dialogue con-
text. Kim et al. (2020) built a model of knowledge se-
lection with continuous latent variables modeling past
knowledge selection. Zhao et al. (2020) proposed an un-
supervised approach to jointly optimize knowledge se-
lection and response generation using a prior learning
model. However, most existing methods mainly perform
knowledge selection by considering only the dialogue
context, resulting in responses that contain much gen-
eral information and are uninteresting (Xu et al., 2023).
To address this, Xu et al. (2023) modeled a shift in dia-
logue topics and built a model for selecting a variety of
knowledge while remaining consistent with the dialogue
context. Generating responses that are consistent and in-
teresting in the dialogue context is considered necessary
to build a dialogue system that is close to human and en-
gaging. To this end, I am working on a model that es-
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timates the appropriate interestingness of the knowledge
for use in a response to select knowledge that is based
on this interestingness and the context of the dialogue.
As responses that contain general content are generally
preferred to interesting content at the beginning of a dia-
logue and topic switches, it is important to capture topic
switches in a dialogue to estimate the appropriate inter-
estingness of the knowledge used in a response.

1.3 Trade-off between fidelity and consistency
A dialogue system that produces responses that are en-
gaging and interesting to the user must provide re-
sponses faithful to knowledge and consistent with the
context of the dialogue. However, there is a recognized
trade-off between generating responses that are consis-
tent with the dialogue context and faithful to knowl-
edge (Chawla et al., 2024). Rashkin et al. (2021) pro-
posed a method of improving fidelity to knowledge by
adding control tokens to the beginning of the model in-
put. The results showed that improving fidelity to knowl-
edge may sacrifice consistency in the dialogue context.
Chawla et al. (2024) built an approach to generating re-
sponses that balance fidelity and consistency by planning
the content of the responses for generation and then cre-
ating a response generation model. It is more important
to generate responses that balance fidelity to knowledge
and consistency with the dialogue context than to focus
solely on generating responses that reduce the generation
of hallucinations and are faithful to knowledge.

2 Spoken dialogue system (SDS) research
Due to the advent of large language models, text dialogue
systems can now generate natural and fluent responses
that are close to those of humans. Thus, it is expected that
SDSs can be studied more actively and used in a wide
range of aspects of society, such as restaurant reserva-
tions, product recommendations, and counseling. In par-
ticular, multimodal dialogue systems have attracted par-
ticular attention recently because they enable close com-
munication with humans by using user information such
as facial expressions and voice information. However,
several challenges have to be resolved before SDSs can
be used in many fields of society.

First, there are insufficient datasets to train SDSs.
Audio data collection is much more costly and time-
consuming than text data, resulting in a smaller num-
ber of datasets and smaller-size datasets. In particular,
there is a lack of non-English audio datasets. This lack
of datasets directly prevents SDSs from being used in a
wide variety of situations. It is necessary to find a way
to train each module using independent text, audio, and
video data and combine them to build a model.

Further, SDSs need to reduce response time relative to
text dialogue. Long response times are unnatural and pro-

vide the user a sense of distrust. The larger the model that
generates the response, the more fluent it is, but the larger
the computational resources required, the longer it takes
to generate the response. Also, multimodal dialogue sys-
tems need to process voice and image information rather
than text information, which takes time to respond. To
increase user engagement, we must find ways to reduce
response time.

Furthermore, in the use of SDSs in society, it is essen-
tial to reduce hallucinations. Responses containing incor-
rect information when making restaurant reservations or
recommending products are a serious problem. The oc-
currence of hallucinations is thought to be the main rea-
son that SDSs are not still widely used in society today.
Methods that do not produce hallucinations with high re-
liability and methods that detect responses including hal-
lucinations will be particularly important in the future.

3 Suggested topics for discussion
I suggest discussing the following topics:

• What methods can reduce the time to generate
knowledge-grounded responses in SDSs?

• How should multimodal information of users
such as facial expressions be used in knowledge-
grounded dialogues?

• Are existing methods for assessing response diver-
sity adequate? How can response diversity be ap-
propriately and automatically assessed?
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1 Research interests

I believe that for future dialogue systems to coexist with
humans, it is crucial to consider the value of an interlocu-
tor, such as their way of thinking and perceiving things.
Currently, dialogue systems like ChatGPT are used by
many users. However, the information of the interlocu-
tor is only expressed in simplified sentences such as “I
like cooking” in many dialogue systems (Lu et al., 2022;
Zhang et al., 2018; Tsunomori and Higashinaka, 2024);
the dialogue systems cannot consider the interlocutor’s
values. Therefore, I am dedicated to researching dia-
logue systems for eliciting the interlocutor’s values and
methods for understanding the interlocutor’s values
from narratives.

1.1 Dialogue system for eliciting the values of an
interlocutor

It is essential to understand the values of an interlocutor to
generate responses based on these values. Manual inter-
views or questionnaires can be considered as a method for
collecting the values of the interlocutor. However, man-
ual interviews could pose a considerable burden on the
interviewer and it is difficult to explore the responses of
the interlocutor in depth using questionnaires. Therefore,
methods to collect the values of the interlocutor automat-
ically and naturally during a chat are desirable.

In light of the above, I am conducting research on a
question-guiding dialogue system that asks specific ques-
tions naturally during a chat to elicit the values of the
interlocutor. The question-guiding dialogue system was
constructed using a large language model (LLM) and the
question-guiding corpus (QGC) constructed by Horiuchi
and Higashinaka (2021, 2023). The QGC is a dialogue
corpus between humans, where one speaker is instructed
to ask questions such as “How old are you?” and “Do you
have any specialties?” in a natural context to the other in-
terlocutor.

I constructed the question-guiding dialogue system by
fine-tuning an LLM using the QGC and using OpenAI’s
GPT-4. The GPT-4 prompts include dialogue data with
natural guiding, which have been manually selected from
the QGC. I am currently conducting evaluations of these
question-guiding dialogue systems.

Eventually, I will evaluate the question-guiding perfor-

mance for questions related to values, such as “Which
is more important to you, life, or work?” or “What do
you think about the circumstances of the protagonist in
this movie?” In actual dialogues, the interlocutor may
not always provide a clear answer to a question. There-
fore, I am considering developing a method to evaluate
the validity of the answers of the interlocutor and to ask
follow-up questions when the response is not as expected.
Moreover, in some situations, the interlocutor may not be
willing to answer questions directly. Therefore, I would
also like to explore the use of indirect questions to elicit
information from users in a more sociable manner.

1.2 Understanding the narratives of the interlocutor

The values of the interlocutor are often expressed through
narratives, such as stories about their past experiences
or impressions of something (Schank, 1990). However,
extracting the values of the interlocutor from a narrative
is difficult because narratives generally involve complex
events.

As a representation of a narrative from which to ex-
tract the values of the interlocutor, story intention graph
(SIG), a structured format of narratives, will be use-
ful (Elson, 2012). SIG focuses on important elements
in the narrative, such as characters, actions, and inten-
tions/motivations; it represents the entire narrative as a
graph structure. However, research on automatic SIG
generation methods is rare.

Hence, I am conducting research on methods for au-
tomatically generating SIGs using LLMs. I am cur-
rently developing a SIG generation system using Ope-
nAI’s GPT-4 and creating manually annotated SIGs for
evaluation. Furthermore, SIGs can differ depending on
the annotator (Lukin et al., 2016). Therefore, I plan to
consider methods for evaluating the quality of SIGs.

2 Spoken dialogue system (SDS) research

For SDSs to be used daily in the future, they will en-
gage in dialogue with the same user multiple times. In
such cases, SDSs need the ability to remember dialogue
histories and make responses considering those dialogue
histories.

Recent LLMs can deal with very long inputs; however,
generating consistent responses to all input information
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is challenging. Furthermore, within publicly available di-
alogue datasets, few include long dialogue histories (Xu
et al., 2022; Yamashita et al., 2023).

Future SDS research should focus on how to collect
and use dialogue histories for long-term dialogues, as in
Xu et al. (2022) and Tomashenko et al. (2020). In ad-
dition, human evaluation of long-term dialogues is more
time-consuming and costly than a single-dialogue evalu-
ation. Therefore, I believe that research on high-quality,
low-cost automated evaluation methods is important.

3 Suggested topics for discussion
I would like to discuss the following topics:

• Human and AI collaboration: What capabilities are
needed in dialogue systems for humans and dialogue
systems to collaboratively undertake difficult tasks,
such as creative activities or discussions?

• Everyday use of dialogue systems: In everyday sce-
narios, what will be the most common situations in
which dialogue systems are used?

• Reflecting individual preference in LLMs: Many
current LLMs are trained on data deemed good
for many people using methods like reinforce-
ment learning from human feedback (Ouyang et al.,
2022). Under such a circumstance, what methods
are promising for reflecting individual preferences
in LLMs?
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1 Research interests
One of my research interests lies in multimodal pro-
cessing. From a research perspective, multimodal is the
science of heterogeneous and interconnected data (Liang
et al., 2022). The multimodal processing methods men-
tioned here include linguistic, audio, visual, and biolog-
ical information processing, which are important for un-
derstanding human behaviour. Computational represen-
tations and summarizing this information to reflect het-
erogeneity and interconnections are popular topics in this
area. The author’s current work focuses on creating mul-
timodal spoken dialogue systems (SDSs) that can recog-
nize human emotions/sentiments. The ultimate goal is to
create an adaptive SDS that can change its behaviour by
adapting a user’s emotion based on multimodal process-
ing.

Affective computing is another research interest that
is not mutually exclusive. Affective computing re-
lates to, arises from, or influences emotions (Picard,
2000). Although text modality has a dominant role in ex-
pressing emotion/sentiment during dialogue, nonverbal-
based emotion recognition, such as facial expression and
prosody, has been studied since the 1970s. Moreover,
biosignals such as electroencephalograms (EEGs) and
electrodermal activity (EDA) signals are often used in af-
fective computing to detect emotional changes. Hence,
the second topic focuses on these heterogeneous and in-
terconnected data from an affective computing point of
view, which is based on previous studies.

Biosignals have been used in previous works of the
author; therefore, it is a candidate for the research topic
but will be included in the above two topics.

1.1 Multimodal processing
First, the proposed method in previous work related to
multimodal processing is shown (Katada et al., 2022).
Language understanding has dramatically progressed
through using large language models (LLMs), such as
BERT and chatGPT, and has achieved excellent perfor-
mance in emotion/sentiment estimation; however, using
only linguistic information still has limitations. One of
the issues is that sentiment is not necessarily expressed
by users in human-agent interactions. To solve this is-
sue, previous studies have proposed integrating token
sequences derived from user utterances and time-series
physiological (electrodermal) signals by multimodal pro-

cessing. It was expected that integrating physiological
signals into the language model can detect sentiment
changes that are not expressed by user utterances. The
Transformer architecture was applied to fuse text and
physiological signals. As a result, our proposed meth-
ods significantly outperform the previous result, which is
based on the simple early or late fusion method.

Second, a newly created multimodal dialogue corpus,
called Hazumi2306, for developing an SDS with multi-
modal processing will be introduced, although it is not
directly related to a new multimodal processing tech-
nique. The novelty of Hazumi2306 is that this dataset in-
cludes not only text, audiovisual, and physiological data
but also frontal EEG data during human-agent interac-
tions. The reason for collecting EEG data is that it has
been the subject of focus in affective computing regions
to capture unexpressed emotional changes in a controlled
experimental environment. Approximately 500 minutes
of chat dialogue were collected from thirty participants
aged 20 to 70 years in total. The preliminary results of
multimodal sentiment estimation based on conventional
multimodal processing were also reported. It improved
sentiment estimation performance when used with other
modalities, although the simple EEG sensor used in this
study has only three channels. This work has been pub-
lished, and the corpus will be publicly available within
the year (Katada et al., 2024). The analysis of this dataset
by researchers will contribute to developing the SDS.

1.2 Affective computing

Multimodal analysis of human-agent interactions also
sheds light on the emotional perception of humans. Basi-
cally, sentiment estimation based on multimodal process-
ing considers only human observable signals such as lin-
guistic, audio, and visual information. However, the con-
tribution of the multimodal fusion of biosignals, which
are unobservable by humans, has not been explored. In
previous work (Katada et al., 2023), differences in the
effect between observable (linguistic, audio, visual) and
unobservable (physiological) signals were investigated in
two different types of sentiment estimation, i.e., estimat-
ing sentiment labels annotated by the user and by a third
party. Intuitively, a multimodal model based on the ob-
servable signal would be effective for estimating labels
annotated by a third party since those labels are based
on human observation (emotional perception). Addition-
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ally, a multimodal model based on the unobservable sig-
nal would be effective for estimating labels annotated by
the users since those labels would include unexpressed
sentiment. These assumptions are evaluated empirically,
and the obtained results generally agree with these as-
sumptions (Katada et al., 2023). The results suggest that
physiological features are effective and that the fusion of
linguistic representations with physiological features pro-
vides the best results for estimating self-sentiment labels.
In contrast, the fusion of linguistic, audio, and visual fea-
tures is effective for estimating sentiment labels based on
third party, which can be derived from the corresponding
signals that are observable by humans.

2 SDS research

Text-based dialogue systems have rapidly evolved in the
past 10 years with the advent of deep learning, Trans-
former, BERT, and other LLMs. The number of model
parameters and parallel computations continue to in-
crease, and these efforts have enabled dialogue systems
to produce accurate responses.

One simple perspective is that, unlike text-based dia-
logue systems, the SDS uses auditory data. Automatic
speech recognition (ASR) may include some research
topics related to LLMs. In a nonstationary noisy environ-
ment, the ASR performance degrades, and user utterance
words that include word errors may be sent to an SDS
equipped with an LLM. In this case, a dialogue break-
down may occur if the LLM cannot address the word er-
ror. Thus, handling word errors in ASR with LLM may
be a research topic.

3 Suggested topics for discussion

Related to the abovementioned research, the need of
working with signals that can be less invasive is one of
the suggested topics. There are non-invasive techniques
that may be useful for emotion recognition such as micro-
gesture recognition, thermal imaging, sensors in mobiles,
etc. It may be worth discussing what techniques with a
multimodal spoken dialogue system would be valuable
and practical.
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1 Research interests

My research interests lie in the area of how users feel
when using spoken dialogue systems (SDSs), including
measuring user satisfaction and scoring naturalness of
voice conversation such as speed, tone, response timing,
and turn-taking events. In my ongoing master’s thesis, I
am working on response timing estimation.

As a research engineer in a company, I have been
working on quality assurance for the Intelligent Language
Learning Assistant (InteLLA) system, a virtual agent pro-
viding English proficiency assessments through oral con-
versations (Matsuyama et al. (2023)). The quality assur-
ance for this system is towards consistently making users
feel "Wow!". In the conversation with a virtual agent, the
quality of the animation as well as the voice is important.
I am trying to define the metrics for each critical point
one-by-one based on the user satisfaction. There are also
the viewpoint of cost efficiency when building SDSs on
a large-scale. Building a framework that optimizes costs
while maintaing user satisfaction is critical to long-term
SDS operation.

1.1 Response Timing Prediction

Response timing has important role for SDS for not only
the impression but also the intention of the utterance. For
instance, the experience by Roberts and Francis (2013)
showed the perceived willingness begins to drop after
600ms, and then clearly and significant steps down from
700 to 800 ms, and the corpus analysis by Kendrick and
Torreira (2015) suggests the proportion of dispreferred
actions is significantly greater than that of preferreds in
case of the responses after approximately 700 ms and the
gaps longer than the norm (>300 ms) decrease the likeli-
hood of an unqualified acceptance.

Researchers built models to predict the actual response
timing using LTSM (Roddy and Harte (2020)), with
syntactic completeness prediction model (Sakuma et al.
(2023)). Although most response timing estimation mod-
els are regression models, even if the error is the same at
200 ms, the influence of the error at 400 ms and 1500 ms
is different. Furthermore, it is hard to confirm how much
the error will affect human perceptions. I would like to

deal with the difficulty of the response timing perception
of humans utilizing deep neural network models.

Besides, several previous studies have indicated that
the distribution of response timing varies depending on
the conversation situation, such as the nature of conversa-
tions such as task-oriented or not (Levinson and Torreira
(2015)) and the speaker’s language (Stivers et al. (2009)).
Therefore, when applying timing estimation models to
SDS, we must also consider where the application will
be located.

1.2 Future Turn-taking Prediction

The faster turn-taking event prediction with high accu-
racy, the more inference cost can be used for the quality
for the actions of SDSs at the turn-take. If enough time
can be used for inference, the inference cost may also be
used not only for the actions but also for user adaptation
or adjustment of response timing. Therefore, future turn-
taking prediction is crucial for SDSs.

Ekstedt and Skantze (2022) proposed Voice Activ-
ity Projection (VAP) model forward to predicting future
voice activity. The predictive task of VAP uses VAP win-
dow, which is discretized into a fixed number of bins as
each bin indicates the probability whether the voice is ac-
tive or not. When a VAP window is set to predict future
voice activities, the performance of the task indicates the
ability for future prediction. In the paper, the VAP model
(referred to as the Discrete model in the paper) enumer-
ates each possible configuration of a VAP window as sep-
arate states. In the model, a VAP window can be viewed
as sequence of bits where the total number of states grows
exponentially as 2n_bits. For instance, the number of bins
to 4 for each speaker was in 8 total bits in the paper, thus
the output dimension of the model is 256, indicating 256
different possible states. This discrete method resulted in
high performance on the task related to turn-taking events
in near future (S-pred).

There are extended researches for the VAP model, such
as the CPU inference (Inoue et al. (2024)) and multi-
modal VAP (Onishi et al. (2023)). However, there is some
challenges at real-time inference of turn-taking events in
practice. Raux and Eskenazi (2009) indicates the lower
latency, the more user interruption is caused in an exper-

32



iment with the users of an automated call system for bus
information. Moreover, SDSs need an algorithm to ac-
tually trigger a turn-taking cue using the predicted prob-
ability. Ruede et al. (2017) proposed an implementation
using local maximum value within a window of an user
utterance to trigger a backchannel. Although this is one
of the solution for this issue, the window is only used for
the model producing the local maximum value curve such
as LSTM, not VAP, and a delay occurs because there is a
margin between the maximum value in the window and
the end of the window. Lala et al. (2019) showed an im-
plementation using consecutive positive predictions as a
turn-taking cue. However, this model aims at turn-taking
that combines filler and eye-gaze, it thus needs to be ver-
ified whether it can be applied to VAP.

1.3 Allowable Threshold for Overlap

Skantze (2021) explains overlap has two types: cooper-
ative and competitive overlap. There is so far very little
work on how to produce cooperative overlapping speech,
and there is a system regarding overlap in DeVault et al.
(2009), in order to help the user to complete the sentence,
possibly overlapping with the user’s speech. However,
the system often resulted in the agent being perceived as
barging in and interrupting the user’s speech. Unlike co-
operative overlaps, competitive overlaps need some kind
of resolution mechanism (to determine who should get
the floor).

I wondered how much the competitive overlap of SDSs
is bad. How much does overlap affect SDS user expe-
rience (UX)? Is it enough to add resolution mechanism
even if the overlap occurs many times? Is there a way
to get users to allow the competitive overlap? In a large-
scale usage of SDS, unexpected competitive overlap is in-
evitable. Therefore, I would like to make the metrics how
the effect of the overlap for SDS UX compared with other
violations. Besides, I’m exploring a turn-taking strategy
that get users to allow overlaps.

1.4 Allowable Threshold for Disturbed Video

InteLLA, which is our virtual agent communicates with
the users through video streaming for easy usage to the
person who has less computing resources, so we are man-
aging the computing resources for the animation and the
network resources. Moreover, InteLLA provides English
proficiency assessments, thus the stable conversation is
required. In a large-scale usage of SDS, if the excess op-
timization of computing resources or shortage of network
resources is occurred, the agent turn-taking becomes un-
stable such as disturbed, choppy, delayed, etc. Therefore,
optimizing the costs also requires managing computing
resources and network latency to ensure video quality for
the stable conversation.

However, it is unclear to what extent animation quality

affects proficiency ratings and user satisfaction. More-
over, to the best of my knowledge, there is no solid indi-
cators for the video quality of SDSs. If we measure the
relationship between the resources and the quality pre-
cisely, the users can be use InteLLA at less network re-
sources and InteLLA can work with less computing re-
sources. Therefore, I’m exploring the metrics for pre-
cisely measure of the animation to ensure proficiency rat-
ings and user satisfaction.

There is a reference for quality control indicators re-
garding the video itself. Min et al. (2024) indicates there
is full-reference (FR) or no-reference (NR) analysis. For
assessing corrupted video quality, my research will be
started with FR.

2 Spoken dialogue system (SDS) research
I think the field of dialogue system will become closer
to front-end or game engineering if SDSs are easy to
custom and publish to internet like a cloud service by
an individual in 5 to 10 years. Software for SDSs will
be more complex, and be OS-dependent like browsers,
and well-known software will be utilized without many
people understanding the detailed mechanisms, and some
SDSs will be designed by designers. Over the next 5 to
10 years, the number of software that can use for SDSs
is expected to increase explosively. At that time, I think
what researchers of SDSs should do is understanding the
mechanisms of each modules of SDSs and defining the
evaluation criteria for SDSs to guide engineers to build
stable, secure, and reproducible SDSs. After the next 10
years, the core technologies for SDSs will be expanded
by other modalities such as virtual reality and sensing
technologies. Therefore, even if the SDSs we called to-
day will be generalized, researchers will be required to
extend another modalities for SDSs.

3 Suggested topics for discussion
• How to evaluate the user satisfaction regarding turn-

taking events?

• How to implement future turn-taking prediction in
practice?

• How to evaluate the quality of animation behaviors
in conversations?
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1 Research interests
My research interests concern the field of task-oriented
dialogue (TOD) systems, which aim to help users ac-
complish specific dialogue goals (for example, customer
service and booking services) while responding to user
requests. To realize a practical TOD system deployable
in a wide variety of applications, I particularly focus on
optimizing the task completion ability using reinforce-
ment learning (RL) and developing language resources
and exploring multilinguality.

1.1 Optimizing task completion ability
TOD systems process a single input utterance from the
user through a pipeline of multiple modules, such as
natural language understanding, dialogue state tracking
(DST), dialogue policy, and natural language generation
(NLG), before generating the final response.

TOD systems have evolved rapidly in recent years, and
benchmark scores for measuring the accuracy of each
module have improved significantly with the introduc-
tion of deep learning-based methods. However, it is
known that when these modules are combined to form
a pipeline for generating responses and introduced in ac-
tual multi-turn interactions, the task completion perfor-
mance is generally unsatisfactory (Takanobu et al., 2020).
One of the main reasons is that several models are trained
solely on static data and lack robustness to domain shifts
and irregularities that occur in real-world interactions.
Even dialogue systems comprising recent large language
model (LLM)-based modules lack sufficient task comple-
tion performance (Hudeček and Dusek, 2023).

To optimize the real-world task completion ability, RL-
based approaches that learn from successes and failures
in actual explorations are considered suitable. Several
studies have used RL to fine-tune some modules in a di-
alogue system during simulated interactions and improve
their task-completion ability. To achieve a more general
optimization method, I proposed an approach that opti-
mizes post-processing networks (PPNs) through RL to
modify the output of each module post-hoc, rather than
fine-tuning the modules (Ohashi and Higashinaka, 2022,
2023). The PPN-based approach does not require train-
ing each module, making it possible to optimize the task

completion ability even for systems that include mod-
ules that are impossible or difficult to train, such as API-
based, rule-based, and LLM-based. See (Ohashi and Hi-
gashinaka, 2022, 2023) for details on PPNs.

1.2 Language resources and multilinguality
Large-scale TOD datasets are essential for the research
and development of deep learning-based TOD systems.
For English, several large-scale TOD datasets, such as
MultiWOZ (Budzianowski et al., 2018), have been con-
structed and have driven the development of English dia-
logue systems. Recently, some large-scale datasets have
also been constructed in Chinese (Zhu et al., 2020). How-
ever, compared to English, TOD datasets in other lan-
guages are limited. Therefore, the capabilities of multi-
lingual TOD systems are not on par with those in English.
I believe that it is important to build corpora in other lan-
guages and use them to study fundamental technologies
such as DST and NLG.

With this background, I focused on the lack of
Japanese datasets and constructed JMultiWOZ, the first
large-scale Japanese TOD dataset (Ohashi et al., 2024).
The dialogue topics and databases used in JMultiWOZ
are designed to be culturally natural for Japan, and the
dialogues are collected using real-time interactions of
Japanese speakers. We expect that this collection can
avoid naturalness issues such as “translationese” and lack
of cultural adaptation (Ding et al., 2022), which are com-
mon in corpora created by translating MultiWOZ.

In the future, I would like to first investigate how the
system based on JMultiWOZ differs in performance com-
pared to that built by translation-based corpora. More-
over, I aim to advance research on linguistically general
dialogue models and cross-lingual transfer learning for
TOD systems.

2 Spoken dialogue system (SDS) research
Dialogue research in 5 to 10 years In the next 5 to
10 years, I expect the development of dialogue systems
capable of more human-like spoken interaction. Specif-
ically, models with incremental processing for real-time
input and response are anticipated. Rather than the cur-
rent approach where the system waits for complete utter-
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ances from the user, more human-like turn-taking with
overlapping speech and interruptions will be possible.
Furthermore, the development of dialogue systems ca-
pable of human-like grounding based on non-linguistic
modalities such as gestures, facial expressions, and envi-
ronmental context is anticipated. With the acquisition of
such human-like dialogue capabilities, dialogue systems
will be more readily introduced into human society, and I
would like to work on a dialogue system that can evolve
similarly to humans by utilizing the rich experience in
human society through RL.

Differences between academia and industry in SDS
The industry currently invests vast resources to develop
NLP systems using scaling approaches and deploy them
in applications. Dialogue systems are a prime example
of such applications, and this trend is expected to con-
tinue. However, it is challenging for academia to secure
such vast resources. Therefore, in my opinion, academia
should focus on more fundamental research, such as the-
oretical exploration and novel algorithmic study, rather
than ready-to-use practical applications and up-scaling.
Collaboration between industry and academia leveraging
their respective strengths will lead to breakthroughs in
SDS.

3 Suggested topics for discussion
I would like to discuss the following topics:

• In current TODs, labels such as dialogue state can
be defined in detail, but how should we deal with
a more complex dialogue in which it is difficult to
define labels?

• The optimization of dialogue systems through RL
typically relies on user simulators, which are often
costly to implement. Is there an effective approach
to utilize RL without a user simulator?

• Is a domain-specific dataset for each language nec-
essary to build multilingual TOD systems? Or can
LLMs generalize dialogue abilities to other lan-
guages?

• How can we efficiently collect speech and multi-
modal TOD data?
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madan, and Milica Gašić. 2018. MultiWOZ - A Large-
Scale Multi-Domain Wizard-of-Oz Dataset for Task-
Oriented Dialogue Modelling. In Proc. EMNLP 2018.
pages 5016–5026.

Bosheng Ding, Junjie Hu, Lidong Bing, Mahani Alju-
nied, Shafiq Joty, Luo Si, and Chunyan Miao. 2022.
GlobalWoZ: Globalizing MultiWoZ to develop multi-
lingual task-oriented dialogue systems. In Proc. ACL
2022. pages 1639–1657.
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1 Research interests

My primary research interests lie in evaluating and im-
proving the faithfulness of language model-based text
generation systems. Recent advances in large language
models (LLMs) such as GPT-4 (OpenAI et al., 2024) and
Llama (Touvron et al., 2023) have enabled the wide adop-
tion of LLMs in various aspects of natural language pro-
cessing (NLP). Despite their widespread use, LLMs still
suffer from the problem of hallucination (Huang et al.,
2023), limiting the practicality of deploying such systems
in use cases where being factual and faithful is of criti-
cal importance. My research specifically aims to evaluate
and improve the faithfulness, i.e. the factual alignment
between the generated text and a given context, of text
generation systems. By developing techniques to reliably
evaluate, label, and improve generation faithfulness, we
can enable wider adoption of dialog systems that need to
converse with human users using accurate information.

1.1 Evaluating the Faithfulness of Dialog
Summarization Systems

Evaluating generated text is often considered a task that
is as difficult as generating text per se. Besides gold-
standard human evaluation, long-standing automatic met-
rics such as ROUGE (Lin, 2004) and BLEU (Papineni
et al., 2002) have been shown to poorly correlate with
human judgements in evaluating faithfulness (Maynez
et al., 2020). More recent LM-based metrics such as CTC
(Deng et al., 2021) and BARTScore (Yuan et al., 2021)
that are designed to target faithfulness exhibit higher cor-
relation with human judgements but often do not account
for the types of errors dialog summaries tend to make, re-
sulting in lower performance when evaluating summaries
in the dialog domain. To address this issue, I developed
technique to improve upon the existing BARTScore met-
ric, tailoring them specifically to account for the unique
challenges of dialog summarization, such as colloquial
speech, ellipses, and coreference errors.

In-domain Fine-tuning As highlighted in Huang et al.
(2022), metrics that perform well on news summarization
often fail to transfer effectively to dialog summarization.

I investigated techniques to adapt BARTScore to the dia-
log domain by (1) fine-tuning on other dialog data along
with automatically generated summaries (2) fine-tuning
on the training set of the evaluation data directly. Re-
sults show both approaches can improve metric perfor-
mance on dialog summaries with fine-tuning directly on
the evaluation data being the most effective.

Learning from Synthetic Negative Samples To cap-
ture the common types of errors that come with dialog
summaries, I investigated methods to generate negative
sample summaries that reflect common error types in di-
alog summaries (Tang et al., 2022), such as entity swap-
ping, mask and regenerate, and totally irrelevant halluci-
nation. Then I applied unlikelihood training to the nega-
tive samples, which minimized the probability of generat-
ing negative tokens, thus assigning lower score to unfaith-
ful summaries. Results show learning from negative sam-
ples can further improve BARTScore’s correlation with
human judgements, and using all error types yields the
highest performance gain.

Through this research, I developed techniques to im-
prove the performance of BARTScore (a high perform-
ing metric at the time) at evaluating dialog summaries,
enabling more reliable assessment of dialog summariza-
tion systems.

1.2 Improving the Faithfulness of Abstractive
Summarization Systems

In this research, I attempted at improving summarization
faithfulness by investigating methods to properly lever-
age span-level hallucination information.

Span-level Hallucination Labeling To identify the
spans of text that contain hallucinated information, I
leveraged GPT-4 as an automatic labeler. I created a
dataset of summaries with span-level hallucination anno-
tations by prompting GPT-4 to label information in gen-
erated summaries that is inconsistent to the source docu-
ment.

Comparison of Training Methods This research com-
pared different training approaches that can leverage neg-
ative samples to reduce unfaithfulness, including gra-
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dient ascent (Yao et al., 2024), unlikelihood training
(Welleck et al., 2020), and task vector negation (Ilharco
et al., 2023). The results indicate that unlikelihood train-
ing is particularly effective in reducing unfaithful infor-
mation in LLM-generated summaries. The reduction of
hallucinated content is also confirmed by human annota-
tions on a subset of generated summaries.

Through this research, I found an effective method to
improve summary faithfulness, i.e. span-level annotation
and unlikelihood training, and the improvement is con-
sistent across both news and dialog domain. These find-
ings pave ways to reduce hallucinations in text generation
more generally.

1.3 Fine-grained Annotation of Generated Text

As Section 1.2 has shown that span-level hallucination
annotation can provide valuable information that can be
leveraged to improve summary faithfulness, obtaining re-
liable span-level annotation becomes a critical step in
improving faithfulness. Moreover, most text generation
metrics only provide scalar value scores, revealing no in-
formation on the reasoning and the part of the text that
resulted in such scores. Due to the uninterpretability of
these metrics, they provide little guidance on how to im-
prove the generated text. Thus, I am currently looking
into developing a metric that is based on span-labeling,
providing not only scores but also the reasons that re-
sulted in the scores. I believe that interpretability is a
crucial feature in the next generation of evaluation met-
rics.

2 Spoken dialogue system (SDS) research

The field of Spoken Dialog Systems (SDS) research is
poised for significant advancements in the coming years,
driven by the rapid progress in large language models
and the increasing demand for more natural and reliable
human-computer interactions. In my opinion, develop-
ing more context-aware and factually consistent systems
along with reliable evaluation metrics should be impor-
tant themes of SDS research for the next 5 to 10 years.
Advancements in these areas will enable wider adoption
of SDS in various scenarios:

• Healthcare: Assisting in patient triage, mental
health support, and chronic disease management.

• Education: Providing personalized tutoring and lan-
guage learning assistance.

• Customer Service: Handling complex queries and
providing more empathetic interactions.

Our generation of young researchers has the potential to
make significant contributions in several areas:

• Developing highly faithful and contextually appro-
priate response generation techniques.

• Creating more robust and interpretable evaluation
metrics that can reliably assess system outputs of de-
sired quality, such as coherence, engagingness, and
faithfulness.

• Improving the handling of ambiguity and implicit
information in conversations.

To achieve these goals, we may need to answer some key
questions:

• How can we effectively combine the strengths of
rule-based systems with the flexibility of neural ap-
proaches to achieve faithful responses?

• How can we make SDS and its evaluation metrics
more interpretable?

• What are the best ways to incorporate real-world
knowledge and common sense reasoning into SDS?

As we advance in this field, it will also be important
to address challenges related to privacy, bias mitigation,
and maintaining the balance between automation and hu-
man oversight. The goal should be to create SDS that not
only understand and respond accurately but also enhance
human capabilities and improve quality of life across di-
verse user groups and applications.

3 Suggested topics for discussion
• Are autoregressive LLMs limited by their token-by-

token nature, thus unable to plan their outputs and
produce fully faithful generations?

• What does it mean for a language processing system
to “understand” language?

• Bisk et al. (2020); Bender and Koller (2020) have
suggested that training on predicting the next word
alone is unable to capture meaning which requires
grounding. Are vision-language models (or LLMs
trained on more modalities of data) enough to cap-
ture meaning? Or are symbolic representations re-
quired?
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1 Research Interests 

My research interest lies at the intersection of cognitive 
science and dialog system research; more specifically, 
I am interested in the cognitive process of listener re-
sponse generation and aim to implement my model in a 
dialogue system to validate its effectiveness and build 
more human-like dialog systems. 

1.1 Listener response studies 

In everyday conversation, it is generally the principle 
that one person speaks at a time (Sacks et al., 1974). 
However, in reality, listeners do not just listen pas-
sively; they respond with short utterances such as 
"yeah," nods, or laughter. These listener responses are 
referred to as back-channels (Yngve, 1970), continuers 
(Schegloff, 1982), response tokens (Gardner, 2001), or 
reactive tokens (Clancy et al., 1996), and contribute to 
smooth turn-taking and the deepening of relationships. 

It has been found that the frequency of listener re-
sponses is especially high in Japanese (Maynard, 1986; 
Clancy et al., 1996), indicating their important role es-
pecially in Japanese conversations. Additionally, Japa-
nese listeners use a variety of responses. Den and 
Yoshida (2011) extended Gardner's (2001) response to-
kens to Japanese and categorized Japanese response to-
kens into six types: responsive interjections, expressive 
interjections, lexical reactive expressions, repetitions, 
assessments, and completions. 

Dialogue systems that primarily focus on listening 
to the user's speech and providing appropriate responses 
are called attentive listening dialogue systems, and they 
have been the subject of active research (Bevacqua et 
al., 2012; Lara, 2017). There is also a significant 
amount of research on detecting the timing for produc-
ing listener responses (Ward and Tsukahara, 2000; 
Morency et al., 2010; Kawahara et al., 2015). However, 
current attentive listening dialogue systems still face 
challenges regarding the diversity and consistency of 
responses. We believe that the cognitive approach is an 
effective way to address these challenges. 

1.2 Cognitive listener response generation model 

According to Clark's (1996) grounding model, human 
communication consists of four hierarchical levels, 
which he calls action ladders. According to this model, 
at the lowest level of communication, Level 1, the 
speaker executes a behavior such as vocalization or 
movement, and the listener pays attention to it. At Level 
2, the listener recognizes the signal, such as words or 
gestures, produced by the speaker. At Level 3, the lis-
tener understands what the speaker means. At Level 4, 
the listener considers the joint action proposed by the 
speaker. Allwood et al. (1992) also proposed four feed-
back functions similar to these: contact, perception, un-
derstanding, and attitudinal reaction. 

Based on these theory, we hypothesize that the cog-
nitive process of generating listener responses in every-
day conversation also consists of four levels, with 
different types of responses used depending on the level. 
Attention level: Responses at this lowest level indicate 
that the listener is listening to and paying attention to 
the speaker's speech, and are typically observed imme-
diately after disfluencies such as fillers or pauses. This 
is almost synonymous with traditional back-channels. 
Responses at the attention level include responsive in-
terjections (e.g., "yeah" or "uh-huh" in English). 
Word level: This level of responses indicate the listen-
er's understanding or recognition of a certain word pro-
duced by the speaker and are observed after devices that 
induce listener responses, such as rising intonation, 
lengthening, pauses, or eye contact. This includes re-
sponses to try-markers (Sacks and Schegloff, 1979). 
Responses at the word level include not only responsive 
interjections but also expressive interjections and repe-
titions (e.g., "Oh, Mr. Yamada"). 
Propositional information level: Responses at this 
level indicate the listener's understanding, empathy, or 
emotions to a propositional information and are used at 
a position where the propositional information is com-
plete or predictable. While this partially overlaps with 
the continuer (Schegloff, 1982), it differs in that it can 
also be seen within the TCU (Turn Constructional Unit). 
Responses at this level include responsive interjections, 
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expressive interjections, repetitions, lexical reactive ex-
pressions (e.g., "right" or "I see"), and assessments (e.g., 
"scary" or "interesting"). 
Activity level: Responses at this highest level also indi-
cate the listener's understanding, empathy, emotions, 
etc. but are oriented towards activities rather than single 
propositional information. Since responses at this level 
are used at the endpoint of the activity, they overlap 
with sequence-closing devices. Responses at the activ-
ity level include responsive interjections, expressive in-
terjections, repetitions, lexical reactive expressions, and 
assessments. 

However, as with Clark's action ladder, these levels 
are hierarchical, with higher-level reactions encompass-
ing lower-level ones. For example, a response at the 
conclusion of a storytelling not only serves as a re-
sponse to the entire story but also retrospectively indi-
cates that the listener has been attentive to the speaker's 
talk and has correctly understood the individual propo-
sitional information and words that make up the story. 

Traditional studies on predicting listener responses 
have primarily focused only on attention level re-
sponses (Morency et al., 2010; Kawahara et al., 2015). 
The lowest attention-level responses can be generated 
using these traditional prediction methods based on the 
speaker's speech and body movements as features. 
However, generating higher-level responses will re-
quire matching with the system's knowledge base and 
some form of reasoning. 

1.3 Listener response generation using 
knowledge graph and LLMs 

Currently, we are working on implementing the afore-
mentioned cognitive model as a system. In particular, 
we are focusing on developing an architecture that gen-
erates responses based on the listener's knowledge. Our 
proposed architecture consists of system knowledge in 
the form of a knowledge graph and three modules using 
LLMs. 
Information extraction module: This module extracts 
information from the user's utterance and converts it 
into structured data using an LLM. The LLM extracts 
information from the user's utterances and converts it 
into triples consisting of subject, predicate, and object. 
Knowledge comparison module: In this module, the 
user's knowledge is compared with the system's 
knowledge, and the system's knowledge state is deter-
mined. There are five types of system knowledge states: 
complete match when the system has the same triple of 
knowledge as the user, partial match when the system 
does not have the same knowledge but has related 
knowledge that aligns with it, no knowledge when the 
system lacks any related knowledge, partial conflict 
when the system has related knowledge that contradicts 

the user's knowledge, and complete conflict when the 
system holds contradictory knowledge. Whether related 
knowledge aligns with or contradicts the user's 
knowledge is determined by the LLM. For example, 
even if the system doesn't know the exact temperature, 
knowing that it is snowing would be considered having 
related knowledge about the temperature. 
Response generation module: This module generates 
a response using the system's knowledge based on the 
determined knowledge state. If the knowledge state is a 
complete match/complete conflict, the module gener-
ates an agreement/disagreement response. If the 
knowledge state is a partial match/partial conflict, it 
converts the related knowledge into a natural language 
sentence using the LLM and generates a noticing/sur-
prise response. If the knowledge state is a no knowledge, 
it generates an acceptance response. 

2 Future of Spoken Dialog Research 

Interaction is a topic that spans multiple fields and there 
is a wealth of knowledge available on it. However, col-
laboration between these fields has been yet sufficient. 
One reason is the technical challenge of implementing 
the higher-order cognitive processing models con-
structed by linguistics, sociology, psychology and cog-
nitive science into actual systems. However, with the 
advent of LLMs and other technological innovations, 
this issue is gradually being resolved. For example, it 
has become easier for cognitive science researchers like 
myself to create simple dialogue systems to prove their 
hypotheses. In the future, further integration is desirable 
to allow for the effective utilization of each other's in-
sights. 

3 Suggestions for discussion 

• Multimodality: How can speech be integrated 
with other modalities such as paralinguistic in-
formation, gestures, facial expressions, and 
eye gaze? 

• Explainability: To what extent should the dia-
logue system be able to explain its own ac-
tions? How best to use LLMs? 

• Collaboration with other fields: How can we 
contribute to other fields? What do we expect 
from other fields? 
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1 Research interests

My research area is topological deep learning, where I
apply techniques from topological data analysis to word
embedding spaces. My goal is to use these mathematical
methods to understand and improve dialogue systems.

1.1 Word embeddings

Word embeddings associate each word or token in a text
corpus with a dense vector in an ambient space, such that
words with similar meanings are close together. Figure 1
shows a section of the latent space produced by a pre-
trained contextual language model. These language vec-
tors form the backbone of many dialogue system com-
ponents, especially for natural language understanding,
dialogue state tracking and natural language generation.
Natural language is thus modelled via point clouds in
higher dimensional spaces, whose dimensions are usu-
ally in the hundreds, if not thousands. From the shape
of word embeddings, a multitude of features can be ex-
tracted, to form the basis for various downstream tasks in
dialogue system applications.

We expect representations of real-world datasets in
higher-dimensional space to lie in proximity to lower-
dimensional sub-manifolds. Typically, one suspects that
data manifolds can be described locally by a handful of
coordinates, modelled on a low-dimensional Euclidean
space. In stark contrast to this manifold hypothesis, in
previous work, our research group detected singularities
in a static word embedding resulting from polysemous
words (Jakubowski et al., 2020). At words which have
multiple meanings, different pieces of the static word
space appear to converge and coincide. Since modern
language models utilize contextual embeddings, I have
recently focused on applying similar topological tools
to contextual latent spaces. This comes with new chal-
lenges, such as increased computational cost and diffi-
culties in interpretability, but also offers very interesting
new perspectives.

1.2 Topological Data Analysis

For us three-dimensional humans, high dimensional data
spaces are hard to understand and visualize. Topological

Figure 1: t-SNE projection of a subsection of the contex-
tual embedding space produced by a roberta-base
model. Topological data analysis is a collection of tools
to study point clouds like this both locally and globally.

data analysis (TDA) is a mathematical toolkit which
enables glimpses into high-dimensional point clouds by
measuring their geometry at various scales. Topology
is a branch of mathematics which studies the properties
of geometric spaces that are invariant under continuous
deformations. In data analysis, this involves studying
the connected components, non-trivial holes and cavities
of spaces derived from the data vectors. The major ad-
vantage of topological features is their invariance under
small deformations and rotations, as opposed to using the
embedding vectors directly. This leads to characterist-
ics that are generalizable and not dependent on the exact
data set used for training. To that end, I am interested in
methods for defining and computing various flavours of
persistent homology – topological features which can be
detected at different size scales.

TDA has already shown its strengths in natural lan-
guage processing, for instance, in probing model archi-
tectures. Kushnareva et al. (2021) build an increasing
union of graphs from the attention scores of an input sen-
tence in a pre-trained language model. The persistence
features of the resulting objects are utilized for artificial
text detection, a supervised classification task. Tulchin-
skii et al. (2023) topologically estimate the dimension of
an embedding text paragraph to decide whether it was
generated by an AI.

An important aspect of topological machine learning,
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the fusion of topological tools with deep learning, are
vectorization methods. These transform the topological
persistence diagrams into a format suitable for training
downstream machine learning models. Lately, we made
some progress towards including TDA feature extract-
ors in the ConvLab-3 dialogue system code base. We
have successfully applied topological features originating
from static word embeddings to the term extraction task
for dialogue datasets (Vukovic et al., 2022). Upcoming
work extends this by showing that topological features
from contextual word embedding spaces are even better
suited for this task (Ruppik et al., 2024). This is demon-
strated by showing that term extractors trained on the to-
pological features of the MultiWOZ dialogue dataset can
successfully transfer to another dialogue corpus, which
contains different domains than the source datasets.

While these improvements themselves are promising,
one should keep in mind that this method also leads to
higher computational requirements. Our long-term re-
search goal is to apply topological features for unsuper-
vised applications, in particular the possibility of extract-
ing meaningful concepts from unlabelled dialogue data
to facilitate ontology learning.

2 Spoken dialogue system (SDS) research
Since November 2022, with the release of ChatGPT, I
have been interacting with dialogue systems almost every
day in one way or another: At work, they help me write
emails, check grammar (including in this document),
translate, answer coding questions, debug, and entertain
me at home. These interactions have been mostly text-
based, but as the voice mode improves and becomes more
authentic, I can see myself using it more for speech in the
very near future.

It is only a matter of time until such interactive dia-
logue agents are integrated into many aspects of our
lives, such as customer support, appointment scheduling
and booking, education, and all kinds of entertainment
(games, AI companions, etc.). The most useful systems
will be those which can be easily adapted to different do-
mains. As a research community, we can contribute by
investigating domain-agnostic architectures and repres-
entations.

Open academic research is more important than ever.
We should not leave it to big tech companies to operate
a walled garden of closed models, where we depend on
them to get restricted access and always need to ask for
permission to use state-of-the-art foundation models and
build on top of them. This is especially important, since
we should not need to trust secretive for-profit companies
to be responsible for machine learning model use and de-
ployment, and we should not leave all safety research to
them.

One large problem that the academic community faces,

including our lab at a public university in Germany, is re-
stricted access to compute resources. This limitation pre-
vents us from training foundation models and compet-
ing with large tech companies and their scale of opera-
tion. Nevertheless, I believe that our open basic research
in academia is invaluable. Even with limited resources,
we can come up with new and interesting ideas that a
profit-oriented company might never have the motivation
to explore. Academia, in particular, provides opportunit-
ies for cross-subject collaboration between different de-
partments and people with vastly different backgrounds.

This interdisciplinary collaboration is especially relev-
ant to me as I transitioned from pure mathematics to data
science. I would appreciate seeing more results groun-
ded in theoretical mathematics research find their way
into practice. Effective collaboration between different
subject areas depends on good communication. Math-
ematicians need to be able to identify possible applic-
ations of their methods, and consider implementations
of algorithms and their efficiency. Dialogue systems re-
searchers, on the other hand, need to point out places in
their systems and pipelines where general methods might
apply. They might need to step back from their spe-
cific implementations and identify parts that potentially
work more generally than the specific setup or given data-
set. The future state of dialogue systems research seems
harder to predict than ever, but I believe that interdiscip-
linary collaborations will play a crucial role in it.

3 Suggested topics for discussion

1. Alternative evaluations of large language models:
What other ways, apart from benchmarks – that
might leak or suffer from overfitting – are there to
evaluate language models? For example, can we
intrinsically measure the quality of the embedding
space produced by a model?

2. Prompting versus introspection: Should we focus on
trying to apply the language generation capabilities
of autoregressive language models to solve tasks, or
should we take their representations and build on top
of these? Can we learn everything about a model by
observing how it answers the questions we present,
or do we need to look into the internals of the mod-
els?

3. Reproducibility of research based on black-box lan-
guage models, and their inaccessibility: How should
we deal with the fact that we only have “prompting
access” to the most powerful models, often hidden
behind an API, and cannot observe and investigate
their architecture in full?
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1 Research interests

In dialogue research, I am especially interested in using
knowledge bases and models of dialogue entities to en-
hance dialogue system output. My research focuses par-
ticularly on how graph-structured knowledge underlying
a dialogue system can be created, transformed, and ex-
tended to ground dialogue system output in world knowl-
edge. In addition, I am interested in how logical rule-
based reasoning can play a useful supplementary role in
improving dialogue systems’ understanding of dialogue
context. Although contemporary large language mod-
els exhibit ever more impressive abilities, the problem of
model hallucinations and groundedness in dialogue con-
text remains an outstanding challenge in many applica-
tions (Zhang et al., 2023) that may be addressed in part by
approaches that improve dialogue system access to back-
ground knowledge (Dinan et al., 2018).

In particular, I am interested graph-based dialogue
management for task-oriented dialogue systems, par-
ticularly the use of dynamic knowledge-bases. I am es-
pecially interested in representations of knowledge com-
bining information about the world with dialogue or user-
specific information, e.g. personal knowledge graphs
(Balog and Kenter, 2019), and how dialogue-local infor-
mation can be effectively combined with other sources of
knowledge such as logical rule-based reasoning. In this
sense, I am interested in approaches which combine con-
temporary LLMs with other sources of reasoning, in the
vein of neurosymbolic AI (Garcez and Lamb, 2023).

1.1 Previous and Current Work

In my previous work, I have investigated graph-based
entity-centric models of dialogue management in the
form of conversational entity graphs for SDS in Human-
Robot Interaction (HRI). Such graphs are dynamic
knowledge graphs centered on dialogue entities, which
can be viewed generally as distinct units of information
that may be useful to the system. Physical entities in the
world that are important in situated dialogue can be con-
veniently represented within a graph alongside dialogue-
specific, abstract or ‘virtual” entities (Ultes et al., 2018)
such as calendar events or even conversational intents can

also be represented in the graph, with relations describing
where an event will take place or which entities an intent
refers to. As the dialogue proceeds, the graph of the di-
alogue state can be updated to represent changes in the
entities and relations underlying the dialogue.

My previous work in graph-based dialogue manage-
ment included a combination of probabilistic rule-based
logic programming and neural models. Using ProbLog
(De Raedt et al., 2007), the dialogue state can be enriched
and extended by applying rules expressing common-
sense inferences that can subsequently be verbalized for
use by a language model (Walker et al., 2023). Thus, this
combination of LLMs with logical rules is a hybrid ap-
proach allowing for desired common-sense conclusions
and relevant information to be provided explicitly to the
LLM through verbalization in the dialogue context.

In current research, I am working towards further ex-
tension of methods using the conversational entity graph
to enrich the graph state and retrieve relevant information
for the dialogue system. Where my previous work has in-
vestigated retrieval and verbalization methods combined
with common-sense rules, I am now investigating ways to
extend previous methods to extract relevant information
from larger level graph structures beyond triples, such
as meta-paths and node neighborhoods. As datasets of-
ten lack labels indicating knowledge graph elements that
are relevant for a given dialogue turn, I am developing
methods of knowledge extraction that do not rely on large
quantities of data for supervised learning.

1.2 Future Work

In my future work, I plan to investigate what knowledge
representations are most effective in enabling dialogue
systems to converse naturally with users. Building upon
my previous work, I intend to investigate new models of
dialogue management incorporating abstract knowledge
about the dialogue such as user and system goals and
their interaction with both turn-level information and the
dialogue as a whole. The relation of dialogue entities to
overarching goals and objectives of the system has long
played a role in classic slot-filling methods of dialogue
state-tracking, yet these structures provide only a partial
view of the interplay between these elements of dialogue
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(Cohen, 2019). I am therefore interested in investigat-
ing methods which provide system decision making and
output with stronger grounding in dialogue knowledge to
provide more consistent and reliable responses. I believe
contemporary LLMs provide an opportunity to combine
the strong generative capabilities of these models with a
more robust understanding of both user intentions, sys-
tem purpose and goals, and situational knowledge that
can enable more naturalistic and robust dialogue systems.

2 Spoken dialogue system (SDS) research

Within SDS research in general, I believe the latest LLMs
that accommodate multimodal input will be a central area
of investigation. The degree to which such models are
able to reason over diverse sources of multimodal infor-
mation appears likely to be an important topic (Wang
et al., 2024), and it may be of use to integrate external
modules to refine their input and output in order to as-
sist in areas in which these models fall short. The use of
external tools and integration of different modules with
LLMs seems likely to be an important area of research
in the future due to the difficulties in fine-tuning and re-
training such models. It will also likely continue to be
important for research to focus on language model ex-
plainability and deeper understanding of the transformer
architecture.

3 Suggested topics for discussion

• Neurosymbolic AI: How can the latest LLMs (in-
cluding multimodal models) interact with logic-
based decision making? What role can classical
rule-based or logical decision making play in the
current era of extremely large language models?

• Intentionality: What ways might we impart more in-
tentionality or illocutionary intent to dialogue sys-
tems? Would a system that has some facsimile of
such intentionality be likely to perform better at
tasks or behave more naturally?

• Adapting System Behavior: What approaches are
most effective for adapting system behavior to a task
or situation when fine-tuning is not an option? Is
prompt optimization sufficient to desired induce sys-
tem behavior in all contexts? If not, which areas re-
main a challenge?
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1 Research interests

I am interested in dialogue systems where the user and
the system collaboratively work on tasks through con-
versation. Currently, dialogue systems primarily aim to
respond to human requests, functioning mainly as assis-
tants or tools. However, if a dialogue system that engages
in creative collaboration on an equal footing with humans
can be developed, it would lead to more dynamic cooper-
ation between humans and machines, fostering new types
of interactions. To this end, I aim to create a dialogue
system that focuses on cooperative collaboration and the
expansion and development of ideas through dialogue.

1.1 Collection and Analysis of Dialogue Data for
Collaborative Dialogue Systems

I analyze dialogues where two parties collaborate through
conversation. Specifically, I focus on collaborative work
that produces outcomes without a correct answer.

Several tasks have been used in studying dialogue sys-
tems that engage in collaborative work through conver-
sation (Mitsuda et al., 2022). In the map task, one party
holds a complete map while the other holds a partial map,
and they complete the map through dialogue (Meena
et al., 2014). In the OneCommon task, each speaker
views one of two images cut from the same original im-
age and identifies the common element by discussing the
arrangement of dots of different colors and sizes (Uda-
gawa and Aizawa, 2021). These tasks involve minimal
creative elements and focus on finding a predetermined
answer through collaboration. However, several real-
world tasks do not have a single correct answer. I believe
that building dialogue systems capable of collaboratively
tackling such open-ended tasks will enhance their appli-
cability. Therefore, I focus on tasks where there is no pre-
determined answer, aiming to develop dialogue systems
for collaborative work.

Our group focuses on the collaborative creation of
taglines (Zhou et al., 2024). Specifically, we are work-
ing on what we call the tagline co-writing task, where
participants discuss and collaboratively edit taglines for
given products.

I have created a tagline co-writing dialogue corpus
that aims to gain insights useful for building collabora-

tive dialogue systems and provide data for fine-tuning
large language models. The corpus includes dialogues
of humans performing the tagline co-writing task, the
state of collaborative work during the conversations, and
self-evaluations of the participants regarding the created
taglines, their work, and their feelings through question-
naires.

I have analyzed the corpus by clustering utterances, ex-
tracting frequently occurring phrases in tasks with high
self-evaluations, examining the workflow of utterances
and edits over the entire task duration, and analyzing the
interplay between utterances and taglines. The results in-
dicate that tasks where utterances and tagline edits are
conducted in parallel throughout the task tend to receive
higher self-evaluations from the participants. Addition-
ally, expressions of gratitude, positive evaluations, con-
veying understanding, and seeking agreement were found
to be important in the tagline co-writing task.

1.2 Building a System for Collaborative Operations
through Dialogue

As a prototype for a co-writing dialogue system, we de-
veloped a dialogue system using large language mod-
els (Zhou et al., 2023). This system combines a next-
utterance generation model and a tagline generation
model, both trained on data from the tagline co-writing
dialogue corpus with a tagline evaluation model trained
on data where third parties evaluated the taglines. We
performed a dialogue experiment using the system and
found that the system exhibited behaviors that are not
normally observed between humans, such as overwriting
changes the other party has made to the taglines with-
out stating that to the other party. Additionally, issues
such as the lack of coherence between utterances and ed-
its, insufficient diversity in taglines, and hallucinations
were observed. As future work, we intend to integrate
highly advanced generative models such as GPT-4 to con-
struct dialogue systems and to conduct evaluations on the
components necessary for a dialogue system designed for
the tagline co-writing task, considering that current issues
may be resolved by utilizing models with higher perfor-
mance. Additionally, we aim to consider new metrics for
evaluating the tagline co-writing dialogue systems, such
as the similarity to human-human interactions in terms of
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conversational dynamics.
The timing of utterances and edits is also considered.

In the tagline co-writing dialogue corpus, we asked each
participant to make utterances and edit taglines at arbi-
trary timings to promote natural interactions. In contrast,
the prototype system we developed employs a turn-based
system where turns for utterances and tagline edits alter-
nate between the human and the system, which creates a
gap between the system’s behavior and actual human be-
havior. By aligning the system’s behavior more closely
with the natural, non-turn-based behavior of humans, we
aim to build a dialogue system that can act in a more
timely manner.

2 Spoken dialogue system (SDS) research

I believe that in the near future, the domain that will lead
to the broader and more widespread use of dialogue sys-
tems is customer service interactions. Research on dia-
logue systems for customer service covers various types,
including product recommendations and customer sup-
port (Gao et al., 2021; Jia et al., 2022).

One of the current shortcomings of customer service
dialogue systems is their lack of understanding of the sur-
rounding environment. Enabling these systems to utilize
the information that humans can naturally observe will
lead to dialogues grounded in the physical world. Since
vision plays a significant role in human cognition, utiliz-
ing multimodal information such as video is crucial for
the advancement of dialogue systems. For instance, when
considering a customer service dialogue system provid-
ing tour guidance, it could potentially offer services based
not only on general information such as written guide
books, but also on changing surroundings.

3 Suggested topics for discussion

I would like to discuss the following topics:

• What are the efficient methods for evaluating con-
structive discussions?

• What are the important elements required for a di-
alogue system to collaborate with humans effec-
tively?

• How should we evaluate aspects of dialogue systems
where the inter-annotator agreement among human
evaluators is not high?
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1 Research interests
My research interests broadly lie in the influence of artifi-
cial intelligence (AI) agents on human decision-making.
Specifically, I aim to develop applications for conver-
sational agents in decision-making support. As part
of this focus, during my master’s program, I focused on
supporting review writing and developed a system that as-
sists in writing user reviews using an interview dialogue
system. In this approach, the conversational agent first
gathers product information such as users’ impressions
and opinions during the interview, to create reviews, fa-
cilitating the review writing process. Additionally, I con-
ducted a comprehensive evaluation from the perspec-
tives of system users and review readers. Although ex-
perimental results have shown that the system is capable
of generating helpful reviews, the quality of the reviews
still depends on how effectively the agent elicits the infor-
mation from users. Therefore, I believe that personalizing
the agent’s interview strategy to users’ preferences re-
garding the review writing process can further enhance
both the user experience and the helpfulness of the re-
view.

1.1 AI-assisted decision-making
In our daily lives, other people’s persuasion or sugges-
tions can affect how we make decisions. While these
words can encourage beneficial decision-making, they
can also lead to poor choices. For example, a friend’s
recommendation of a movie may prompt you to watch it,
but your experience of the movie might be either satisfy-
ing or disappointing.

Decision-making support in AI applications aims to as-
sist humans in making optimal choices by providing in-
formation and suggestions. The tasks it targets are wide-
ranging, including recommendations (He et al., 2017),
reservations (Budzianowski et al., 2018), e-mail writing
(Fu et al., 2023), review writing (Bhat et al., 2023), and
creative support for screenplays (Mirowski et al., 2023).

1.2 Evaluation method for AI agents
Decision-making tasks often have no absolute correct an-
swers. Therefore, offline evaluations using datasets with
ground-truth labels have limitations, making actual user
studies crucial. In recent years, user studies have been

conducted actively via crowdsourcing platforms such as
Amazon Mechanical Turk,1 where participants typically
use the system and provide feedback in exchange for
compensation. Post-surveys such as questionnaires and
interviews in the user study, allow us to measure user sat-
isfaction.

When designing user study experiments, researchers
must appropriately determine the demographics of the
subjects and the amount of feedback to collect. For exam-
ple, my experiment targeted 100 Turkers per condition.
Similarly, Mirowski et al. (2023) focused on 15 theatre
and film industry professionals who have worked in TV,
while Fu et al. (2023) targeted 40 participants per condi-
tion. User studies can provide direct feedback on partic-
ipant satisfaction, but it remains challenging to collect as
much data as in offline evaluations. A small sample size
can lead to reproducibility issues. I argue that a careful
design is necessary to accurately measure effectiveness
when the amount of collected data is limited. In addition,
it is important to properly analyze the collected data and
clearly indicate the scope to which the resulting conclu-
sions can be applied.

1.3 Constructing an interview dialogue system
In interview dialogue, the interviewer aims to elicit in-
formation from the interviewee. Existing research has
shown that conducting surveys using a chatbot platform
can yield higher-quality responses than using a Web sur-
vey platform (Kim et al., 2019). In cases where informa-
tion collection is crucial, such as in my research, inter-
view dialogue systems can be a promising option.

An interviewer skillfully eliciting information from the
interviewee is desirable, and researchers have used hu-
man evaluation to measure this ability (Zeng et al., 2018;
Okahisa et al., 2022). One effective way to develop an
interview dialogue system with such capabilities is to in-
corporate dialogue strategies. For example, follow-up
questions are a skill possessed by competent interview-
ers. This skill is effective in eliciting more detailed infor-
mation when the interviewee’s responses are ambiguous
or too concise. Additionally, changing the topic during
the interview dialogue allows for the collection of a wide
range of information.

1https://www.mturk.com
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Another way to conduct effective interviews is by
adapting the interview dialogue system to the intervie-
wee. This personalization allows the system to gen-
erate more relevant questions by considering the user’s
background, preferences, and behaviors. The interview
dialogue system I developed elicits feedback and opin-
ions from the interviewee about their experiences using
a product. In this case, for example, personalizing the
system to the interviewee enables it to elicit evaluations
compared to products the interviewee has used in the past.
An interesting question is how to extract user information
and whether such a dialogue strategy can be generalized
to other tasks and situations.

2 Spoken dialogue system (SDS) research
I expect that in the future, Spoken Dialogue Systems
(SDSs) will have a more significant impact on human
decision-making. Although text-based dialogue systems
can control vocabulary, SDSs also can control intonation
and tone. This controllability expands the range of ex-
pression in system responses, enhancing both approacha-
bility and persuasiveness. I believe this will also help im-
prove task success rates in task-oriented dialogue (ToD).
Achieving these advancements requires the development
of speech synthesis technology that can incorporate into-
nation and tone, as well as technology that can accurately
understand users’ emotions and intentions.

3 Suggested topics for discussion
Here are some topics to discuss:

• What new possibilities can be enabled by extending
current ToD systems to be multimodal?

• How can we ensure data privacy when personalizing
SDSs?

• What methods are available for personalizing non-
textual information in multimodal dialogue agents?
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1 Research interests

My research interests lie generally in dialogue ontology
construction, that uses techniques from information ex-
traction to extract relevant terms from task-oriented di-
alogue data and order them by finding hierarchical rela-
tions between them.

1.1 Dialogue Ontology Construction

Building ontologies for dialogue systems manually is ex-
pensive and time consuming (Budzianowski et al., 2018).
The ontology is mainly needed by the dialogue state
tracking module of task-oriented dialogue (TOD) sys-
tems (Heck et al., 2020; van Niekerk et al., 2021), but
also important for user simulation Lin et al. (2023). The
ontology covers structured information about domains
(e.g. hotel), slots (e.g. price range) and values (e.g. ex-
pensive), while other conversational aspects such as user
emotion can also be part of the dialogue state (Feng et al.,
2023). However, generally TOD systems are limited to
the knowledge in the ontology, limiting their application
to new domains (Feng et al., 2024). Automating parts
of the ontology annotation process can thus increase the
scalability of TOD systems by making them easier to ap-
ply to new domains and unseen data. This is especially
interesting when aiming to continually update a TOD
system with new knowledge automatically in continual
learning setups (Geishauser et al., 2024). Another pos-
sibility might be to improve a automatically constructed
ontology using label validation approaches from active
learning (van Niekerk et al., 2023), since the constructed
ontologies come with a significant amount of noise.

Information extraction (IE) aims at structuring infor-
mation from text data and there are normally two main
steps, named entity recognition (NER) and relation ex-
traction (RE) (Genest et al., 2022). Automatic ontology
construction can be considered a form of IE for task-
oriented dialogue. Ontology construction is about au-
tomating the process of building ontologies, rendering
manual annotation unnecessary while saving time and
making larger portions of unstructured data usable, so the
system is able to include new domains, slots and values to
talk about dynamically. The process can be separated into

three steps, although you can split them up further into
more fine-grained steps as well (Toledo-Alvarado et al.,
2012; Cimiano et al., 2006):

1. Term extraction: extracting relevant domain, slot
and value terminology in the textual data and finding
concepts

2. Relation extraction: predicting hierarchical rela-
tions between the concepts, organising them into do-
mains, slots and values

3. Disambiguation: ordering the found concepts
based on their context such that words with similar
meaning or domain end up in the same group, e.g.
“expensive” and “high-end”

There are approaches focussing on different steps of
the construction process, such as term extractors relying
on frequency (Sclano and Velardi, 2007) or induce slots
in a data-driven fashion (Qiu et al., 2022). Others ex-
tract relevant slots and inducing an ontology hierarchy
(Hudeček et al., 2021), which then can be directly used
to train a model on a downstream-task, like dialogue state
tracking and response generation (Yu et al., 2022) based
on the induced slot-schemas.
Apart from that there are also approaches that aim at mak-
ing state tracking models more versatile and able to han-
dle unseen data (Heck et al., 2022). Furthermore the ad-
vent of large language models (LLMs) enables even bet-
ter generalisation to unseen tasks and domains, such as
dialogue state tracking in a zero-shot fashion (Heck et al.,
2023).

1.2 Term Extraction
The first step of ontology construction, term extraction
aims at capturing all regions of interest in textual data,
maximising recall (Nakagawa and Mori, 2002; Wermter
and Hahn, 2006). The problem in this first step is that the
precision is quite low, which makes additional process-
ing or filtering of non-relevant terms necessary before
proceeding with the next step (Frantzi and Ananiadou,
1999). In my research so far I mainly focus on improving
the extraction process in terms of precision while keeping
the recall at a high level so that less filtering is necessary.
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Furthermore my goal is to develop a term extractor with
better generalisation capability to use it on different kinds
of datasets, which cover a lot of different domains.

For this goal my group investigates potentially domain-
agnostic features of the word embedding space that cap-
ture the meaning and the relevance of potential terms.
This term extractor model should get terms in a way
such that the follow-up steps are as easily feasible as
possible to be able to improve the whole ontology con-
struction process in the long-term. Investigated features
include features obtained from pre-trained masked lan-
guage models and ones obtained by applying mathemat-
ical tools like topological data analysis on the word em-
bedding space to find meaningful structures. The mod-
els trained on these features show good zero-shot trans-
ferability to the much larger schema-guided dialogue
(SGD) dataset (Rastogi et al., 2020) on the term extrac-
tion task (Vukovic et al., 2022) when trained on Multi-
WOZ (Budzianowski et al., 2018) as seed dataset. The
performance of the term extractor can be further im-
proved by computing them on a contextual level rather
than on a global static level (Ruppik et al., 2024).

1.3 Relation Extraction and Disambiguation
In relation extraction, we consider three hierarchical re-
lations between domains and slots, domains and values,
and slots and values respectively that have to be predicted
between terms. Furthermore, we consider an equivalence
relation between terms of the same category in order to
disambiguate semantically equivalent terms, such as “ex-
pensive” and “high-end” as price values. In our initial
set-up we predict all the given relations jointly with one
model, although experimental results might suggest that
more emphasis on disambiguation might be needed. Note
that another possibility is to infer the ontology hierarchy
via clustering (Yu et al., 2022), which is not in line with
most information extraction approaches.

By utilising such general structural relations, our goal
is to utilise existing annotated datasets in order to extract
semantic information in the form of an ontology on un-
seen data. In our research on ontology relation extrac-
tion, we experiment with updated decoding mechanisms
for language models, such as constrained generation and
chain-of-thought (CoT) decoding (Wang and Zhou, 2024)
in order to improve generalisability of few-shot prompted
and fine-tuned language models. In a transfer learning
set-up we show that constrained chain-of-thought decod-
ing improves performance of a language model trained
on MultiWOZ as seed dataset and SGD as target dataset
(Vukovic et al., 2024).

2 Spoken dialogue system (SDS) research
Understanding and acting upon natural language is one of
the earliest challenges for artificial intelligence (AI), as it

is part of the Turing test (Turing, 1950). Spoken dialogue
system research evolved from the goal of solving the Tur-
ing test to solving more specific problems related to lan-
guage, which in my opinion is one of the most important
means for human communication and learning. I think
SDS will become more and more incorporated in every-
day life as you can already see in personal assistants, such
as Siri or Amazon’s Alexa. As long as they add value to
the life of their user by making it more comfortable or
make a personal secretary affordable to broader parts of
the society, as they are much less expensive than paying
real humans for the more and more tasks the systems are
capable of.
Language is one of the main means human learning after
mastering their mother tongue, since even movements to
learn are normally accompanied by descriptions in lan-
guage. This observation makes me assume that AI ca-
pable of understanding and acting upon language in a
human-like manner might learn from the same sources
humans learn from (Lynn and Bassett, 2020). This ac-
complishment would make large amounts of textual data
usable for training large models with general knowledge
and abilities. Altogether this assumption shows the great
potential which lies in SDS research.
In my opinion, it is really hard to forecast what will hap-
pen in 10 years time, as there can be large jumps of
progress if certain milestones are reached.

3 Suggested topics for discussion
• What degree of supervision is needed to extract se-

mantic information from text and build an ontology?

• How can we leverage existing annotated data to
structure information on unseen data?

• How to update the ontology of a model dynamically
while interacting with users?

• What can you take from human learning and inter-
action from and with speech to adapt in spoken dia-
logue systems?

• Which architectures and training approaches are
best suited for ontology relation extraction?
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1 Research interests

My research focus on Visual Dialogues and Generalized
Visual-Language Grounding with Complex Language
Context. Specifically, my research aim to utilize Large
Language Models (LLMs) to build conversational agents
capable of comprehending and responding to visual cues.

Visual-Language Pre-trained (VLP) models, primar-
ily utilizing transformer-based encoder-decoder archi-
tectures, are extensively employed across a range of
visual-language tasks, such as visual question answering
(VQA) and referring expression comprehension (REC).
The effectiveness of these models stems from their robust
visual-language integration capabilities. However, their
performance is constrained in more complex applications
like multimodal conversational agents, where intricate
and extensive language contexts pose significant chal-
lenges. These tasks demands language-only reasoning
before engaging in multimodal fusion. In response, my
research investigates the application of Large Language
Models (LLMs) with advance comprehension and gen-
eration capabilities to enhance performance in complex
multimodal tasks, particularly multimodal dialogues.

In brief, my work in visual dialogues revolves around
two major research questions. i) How to redefine visu-
ally grounded conversational agent architectures to ben-
efit from LLMs ii) How to transfer the large body of
knowledge encoded in LLMs to conversational systems.

1.1 End-to-end multi-modal conversational agents
with Symbolic Scene Representation

The SIMMC 2.0 (Kottur et al., 2021) is a multi-modal
task oriented dialogue proposed as part of DSTC-10 chal-
lenge with the goal of facilitating task oriented dialogue
system which can understand visual context in addition
to the linguistic context. This is challenging compared
to both text-only dialogue datasets (such as ()) and im-
age querying dialogue (such as ()) due to the simultane-
ous presence of signals from multiple modalities, which
a user can refer to at any point in the conversation.

Despite the inherent complexity of multimodal dia-
logues, our work; (Hemanthage et al., 2023) introduce
SimpleMTOD, which recasts all sub-tasks into a sim-

ple language model. In (Hemanthage et al., 2023) , we
represent the visual information in a symbolic manner.
SimpleMTOD combines de-localized object representa-
tion with token based spatial information representation.

However, (Hemanthage et al., 2023) and most other
works on multimodal dialogue systems (Chen et al.,
2023; Long et al., 2023) make a key unrealistic assump-
tion in their inference processes. They assume the avail-
ability of a predefined catalog of items that may appear in
a scene, and that this catalog remains fixed from training
to inference. Our current work (Hemanthage et al., 2024)
focus on addressing limitations in real-world applicabil-
ity due to these unrealistic assumptions.

1.2 Modular multi-modal conversational agents
with Pseudo-Labelling

End-to-end modeling with multimodal fusion has demon-
strated significant advancements in various visual-
language tasks, including phrase grounding (Plummer
et al., 2015), referring expression comprehension (REC)
(Yu et al., 2016; Nagaraja et al., 2016), and open vocabu-
lary object detection (Gu et al., 2021). However, the ap-
plicability of these methods is limited when the language
context is sophisticated, as in visual dialogues.

Modular approaches presents several advantages for
the more complex multi-modal dialogue task. Firstly,
modules can be designed to enable explicit text-only rea-
soning over the dialogue context, which is crucial in vi-
sual dialogue systems. Secondly, the modular approaches
can mitigate the challenges posed by lengthy language
contexts by summarizing the language context to extract
only the essential information for the task before visual-
language fusion.

Despite the advantages, a key challenge of the mod-
ular approach is the lack of annotated data for training
intermediate modules. To address this, our work (He-
manthage et al., 2024), explore semi-supervised learning
(SSL) setup where pseudo-labels generated by prompting
a Large Language Model (LLM) serve as training targets
for intermediate modules. Although our work focuses on
Ambiguous Candidate Identification (ACI) in multimodal
dialogues, the general approach of modularization with
LLM-based pseudo-labelling can be extended to other
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complex multimodal tasks with long language context.

2 Spoken dialogue system (SDS) research

Considering the remarkable advancements in artificial in-
telligence (AI), particularly with the emerge of large lan-
guage models (LLMs), I anticipate that spoken dialogue
systems (SDS) will soon become the preferred and most
widespread form of human-machine interaction, overtak-
ing touch and type-based systems. Moreover, I foresee
the next generation of dialogue systems shifting their fo-
cus towards an embodied setting, moving away from the
traditional mobile-phone-based voice assistants. These
dialogue-guided embodied agents are expected to have
capabilities extending from performing simple household
chores like cooking and cleaning to serving as assistants
in shopping malls or as receptionists in banks

While being optimistic about the future, it’s crucial for
us as young researchers to have a thorough understanding
of the major limitations of current spoken dialogue sys-
tems (SDS) and to focus on overcoming these barriers.
In my view, the limited capabilities of current dialogue
models to ground multimodal information, especially in
the presence of lengthy and sophisticated linguistic con-
texts, represent a significant obstacle to the progress of
SDS.

Furthermore, the data intensive nature of current
visual-language models is a key factor that hinders the
adaptations of SDS for multi-modal settings. However,
the emergence of LLMs and Multimodal LLMs, which
can be fine-tuned with limited amount of data, offers a
promising avenue for overcoming these challenges.

3 Suggested Topics for Discussion

• How can multimodal dialogue systems benefit from
large language models (LLMs)?

• What are the challenges of using LLMs as anno-
tators or pseudo-label generators for unimodal and
multimodal dialogues?

• How can knowledge distillation from LLMs con-
tribute to building generalized multimodal dialogue
systems?

• End-to-end or Modular: Should we reconsider mul-
timodal dialogue architectures in the era of LLMs?

• How can we use function-calling abilities of LLMs
to build multimodal conversational agents?

• How can we develop a multimodal Large Language
Model capable of multi-turn dialogues across multi-
ple modalities?
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1 Research interests
The ultimate goal of my research is to develop human-
like chat-oriented dialogue systems that establish long-
term connections with users by satisfying their need for
communication and affection. To achieve this, dialogue
systems need to accurately understand the user’s mental
state and generate appropriate responses. However, most
of the current dialogue systems interact with users relying
solely on text or speech, which is insufficient for estimat-
ing the user’s mental state.

Therefore, to enable dialogue systems to accurately
capture the user’s mental state, we focus on two areas:
construction and utilization of multimodal datasets in
human communication and real-time multimodal affec-
tive computing.

1.1 Construction and utilization of multimodal
datasets

The primary interests of our group include processing and
analyzing multimodal information in dialogue.

In face-to-face human communication, we inherently
use verbal information, such as language and speech,
and non-verbal information, including facial expressions,
gaze, and gestures, to convey our intentions and ideas.
The combination of these multiple modes of informa-
tion is termed multimodal information. By comprehen-
sively processing and analyzing multimodal information,
human intentions and emotional states can be accurately
comprehended during communication.

Several multimodal dialogue datasets have been con-
structed to date. For example, IEMOCAP (Busso et al.,
2008) is a script-based human-human dialogue dataset
containing speech, video, and facial motion capture.
RECOLA (Ringeval et al., 2013) is a dataset that in-
cludes audio, visual, and physiological recordings regard-
ing a collaborative dialogue task. Hazumi (Komatani
and Okada, 2021) is a human-agent multimodal dialogue
corpus containing audio, visual, and physiological data.
However, these datasets lack comprehensive multimodal
information during dialogue, which limits the scope and
depth of research that can be conducted.

Consequently, our research group has collected a
Japanese human-human dialogue dataset comprising a
wide range of modalities, including speech, video, phys-

iological signals, gaze, and body movement, as well as
subjective evaluations of the interlocutor’s emotional va-
lences. All data are synchronized with timestamps. Fur-
thermore, we analyzed the relationships between various
physiological signals and subjective evaluations (Jiang
et al., 2024). In future work, we plan to extend the analy-
sis beyond physiological signals to understand and model
various phenomena that occur in natural human commu-
nication.

1.2 Real-time multimodal affective computing

We also focus on developing a model that can detect or
predict the interlocutors’ emotional state in real-time for
spoken dialogue systems.

In the field of affective computing, sentiment analy-
sis and emotion recognition are combined to detect and
model human emotional behavior. Most multimodal
affective computing approaches in dialogue use text,
speech, and video to identify the emotional state of the
interlocutor. However, relying solely on this observable
information makes it challenging to correctly recognize
subtle emotional changes when the interlocutors do not
explicitly express their emotions.

To address this limitation, extensive research (Katada
et al., 2020; Keren et al., 2017) has been conducted on
identifying an interlocutor’s emotional state using physi-
ological signals, such as heart rate and electrodermal ac-
tivity. However, these studies typically conduct affective
computing at the utterance or sentence level and do not
consider the real-time nature of the user’s mental state,
which is essential for dialogue systems.

Therefore, we seek an effective method for data pro-
cessing and multimodal feature fusion to construct a real-
time emotion estimation model that leverages audiovi-
sual information and physiological signals. Such a model
needs to identify patterns that are generalizable across
users. However, emotional expression varies significantly
among individuals and is influenced by factors such as
culture and personality. These individual differences are
critical in affective computing and cannot be disregarded.
Future studies should also consider models that adapt to
individual users while preserving generalizability across
diverse users.
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2 Spoken dialogue system (SDS) research
Recently, large language models (LLMs) have signif-
icantly improved the understanding of user input, re-
taining long-term contextual information and generating
more fluent responses. They have also demonstrated
the capability to recognize human emotions (Tak and
Gratch, 2023). Building on these developments, multi-
modal LLMs (MM-LLMs) that process multimodal in-
puts and outputs across various modalities such as text,
audio, and video, have undergone widespread develop-
ment. Most current MM-LLMs are primarily employed
to assist users with specific tasks such as image editing
(Zhang et al., 2024); their potential to understand human
emotions is also promising.

In the future, MM-LLMs capable of establishing long-
term connections with users may be developed, which
can access users’ intentions and emotional states and re-
spond accordingly. Furthermore, future dialogue systems
might be widely integrated into humanoid robots. This
integration could significantly enrich user-system inter-
actions, for instance, by incorporating haptics, which has
the potential to enhance user immersion and engagement
during interactions with dialogue systems (Minato et al.,
2023).

3 Suggested topics for discussion
I would like to discuss the following topics:

• What are the possible applications of a dialogue sys-
tem that can acquire physiological signals?

• What would a dialogue system that builds long-term
relationships with humans look like? What kind
of appearance, interaction interface, and qualities
would it possess?

• Assuming the existence of a dialogue system that
can establish a long-term connection with humans,
which would be more desirable: a dialogue system
that has its personality and emotions, including the
possibility of getting angry, or a dialogue system
that solely focuses on satisfying all your needs with-
out expressing its own emotions?
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1 Research interests

The rapid growth in the development of generative AI
models has made their evaluation as crucial as uncover-
ing their generative capabilities, such as audio text, audio,
image and video generation. My research is focused on
analyzing these models in terms of their explainability,
interpretability, and trustworthiness.

Explainability focuses on the decision-making pro-
cesses of these models. My research seeks to answer the
question: Can the model explain how it made a particu-
lar decision? Additionally, it explores what can help the
model generate meaningful and understandable explana-
tions about the reasons behind its predictions. Given the
nature of neural networks, analyzing parameters in each
neuron is often unproductive. Therefore, various meth-
ods, such as post-hoc analysis, have been developed to
address this question from different angles. However,
many methods, such as post-hoc analysis, merely scratch
the surface of neural networks. Much further research is
needed to address the numerous unresolved problems in
this emerging field.

Interpretability involves understanding the inner
workings of the models. Given their powerful genera-
tive capabilities, it is challenging to determine whether
the model has fully comprehended all requirements and
generated accurate content, especially when the user is
unsure of the correct answer. Thus, I am interested in
causal tracing , such as mechanistic interpretability, to
gain a deeper understanding of the models.

Both explainability and interpretability aim to achieve
the same goal: understanding the generation process and
explaining the capabilities of generative models. This un-
derstanding will enhance user experience by increasing
trust in and effective utilization of the models’ outputs,
which leads to the aspect of trustworthiness.

Given the discussion of research concepts that I am in-
terested in, here are some methods and applications that
utilize these concepts:

1.1 Traditional AI Methods + Generative AI

With the long time development of AI, there are many
methods being well studied in the field of explainability.

For instance, feature attribution is a method that being
used to determine how much each feature in a model con-
tribute to the evaluation. My prior work (Huang et al.,
2023) tests the performance of language models by us-
ing feature attribution method. And it turns out that many
traditional AI methods are not well-suited to super-power
generative AI. For instance, as a human, sometimes what
matters most in a classification problem is not a specific
feature but the overall impression from many features. It
will be a very potential topic to adapt traditional AI meth-
ods to new generative AI model and improve them to bet-
ter fit this type of high intelligent models.

1.2 Generative AI + Logic

Generative AI is powerful yet unpredictable. Meanwhile,
logic is good at eliminating uncertainty. There are many
existing works in the field of Neural Symbolic AI that
tried to combine logic to deep neural network (Yang
et al., 2023; Zhang et al., 2023). Especially, there are
many works that use logic to improve the explainability
of models such as adding a external knowledge base in
the model so that every part of the output can be traced
from the knowledge bases (Razniewski et al., 2021; Sun
et al., 2021). Slightly different than this, I am interested
in trying new methods to incorporate logic with genera-
tive AI to improve the explainability and interpretability.
For instance, could we use logic as a helpful guide, with-
out strictly adhering to its rules, to enhance the ability of
language models to generate better explanations?

1.3 Education Application

I am also interested in the application of generative AI in
the field of education (Niousha et al., 2024). There has
been a trend that students tend to use generative AI like
ChatGPT to seeking for answers instead of searching for
answers online. From my point of view, the difference
between asking ChatGPT and search engine is very sim-
ilar to learning via teacher and textbook. The users tend
to prefer a more structure, with just right amount of infor-
mation instead of being overwhelmed. I am interested in
applying the power of generative AI to be a personal tutor
that not only provides correct solutions but also provides
customized feedback for different users.
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2 Spoken dialogue system (SDS) research
I will never underestimate the rapid development of lead-
ing research in dialogue systems. My prediction for dia-
logue research in the next 5 to 10 years is that we will ex-
pand beyond human language, potentially being applied
in the field of biology, particularly, studying the dialog
system of animals like whales, birds, and dogs. With this
field of research being explored, there will be chance that
in the future, there will be no language barrier between
animals and humans.

Based on the current trajectory of SDS research, I
have observed an increasing focus on developing sys-
tems with high accuracy and effective penalization mech-
anisms. With the success of language models, I am con-
fident that SDS will emerge as a significant trend in the
coming years. Language models offer a robust founda-
tion by generating the necessary content, but the next
challenge lies in ensuring proper verbal delivery. For ex-
ample, how should an SDS respond when a user inter-
rupts it mid-response? Should it continue or start over?
An SDS must not only deliver accurate answers but also
communicate in a natural manner.

3 Suggested topics for discussion
• With the advancement of generative AI models,

their capabilities have expanded significantly. These
models now support inputs and outputs across var-
ious modalities, including text, voice, image, and
video. However, a major challenge in this field is the
lack of a definitive ground truth for evaluation. Tra-
ditional AI models often rely on a single correct an-
swer to assess performance. In contrast, generative
models produce a range of possible outputs, mak-
ing it nearly impossible to pinpoint just one correct
solution for a given task. Therefore, developing in-
novative evaluation metrics, particularly in the field
of SDS, will be a crucial area of research.

• Generative AI has shown some impressive abilities
in many areas. But often, its full potential is not
being completely utilized or it’s being used in ways
that don’t quite fit. For instance, in the field of edu-
cation, people tend to use generative AI as a knowl-
edgeable search engine, which does not really take
advantage of what it can do. The same goes for SDS,
where figuring out the best way to unlock all their
power is a challenge worth discussing.

• Another pressing concern is the wrongful usage as-
sociated with dialogue systems that include voice re-
creation which can be exploited for scams by mim-
icking someone’s voice or using one singer’s voice
for another song. Looking ahead, regulations need
to be refined to better handle problems such as the

misuse of content creation that infringes on copy-
rights or is used in scams. Exploring how these reg-
ulations can be improved to address such issues will
be crucial for the responsible development and de-
ployment of dialogue systems.

References
Shiyuan Huang, Siddarth Mamidanna, Shreedhar

Jangam, Yilun Zhou, and Leilani H Gilpin. 2023. Can
large language models explain themselves? a study
of llm-generated self-explanations. arXiv preprint
arXiv:2310.11207 .

Rose Niousha, Muntasir Hoq, Bita Akram, and Narges
Norouzi. 2024. Use of large language models for ex-
tracting knowledge components in cs1 programming
exercises. In Proceedings of the 55th ACM Techni-
cal Symposium on Computer Science Education V. 2.
pages 1762–1763.

Simon Razniewski, Andrew Yates, Nora Kassner, and
Gerhard Weikum. 2021. Language models as or for
knowledge bases. arXiv preprint arXiv:2110.04888 .

Haitian Sun, Patrick Verga, Bhuwan Dhingra, Ruslan
Salakhutdinov, and William W Cohen. 2021. Rea-
soning over virtual knowledge bases with open predi-
cate relations. In International Conference on Machine
Learning. PMLR, pages 9966–9977.

Zhun Yang, Adam Ishay, and Joohyung Lee. 2023. Cou-
pling large language models with logic programming
for robust and general reasoning from text. arXiv
preprint arXiv:2307.07696 .

Hanlin Zhang, Jiani Huang, Ziyang Li, Mayur Naik,
and Eric Xing. 2023. Improved logical reasoning of
language models via differentiable symbolic program-
ming. arXiv preprint arXiv:2305.03742 .

Biographical sketch
Shiyuan Huang is a first-year
PhD student at the University of
California, Santa Cruz. His re-
search focuses on the explain-
ability and interpretability of
language models. Prior to his
PhD studies, Shiyuan completed
his master’s degree at the Uni-

versity of California, Santa Cruz. His master’s re-
search project, titled "Can Large Language Models Ex-
plain Themselves? A Study of LLM-Generated Self-
Explanations," explored the use of feature attribution
methods with large language models to measure their ex-
plainability.

63



The 20th Annual Meeting of the Young Researchers’ Roundtable on Spoken Dialogue Systems, pages 64–67
September 16–17, 2024. ©2024 Association for Computational Linguistics

Zachary Yang McGill University
Montreal, Quebec
Canada
H3A 0G4

zachary.yang@mail.mcgill.ca
https://rstzzz.github.io/

1 Research interests

Ensuring safe online environments is a formidable chal-
lenge, but nonetheless an important one as people are
now chronically online. The increasing online presence
of people paired with the prevalence of harmful content
such as toxicity, hate speech, misinformation and disin-
formation across various social media platforms (Ciftci
et al., 2017; Watanabe et al., 2018; Mohan et al., 2017;
Döring and Mohseni, 2020) and within different video
games (Silva et al., 2020) calls for stronger detection and
prevention methods. According to the Anti-Defamation
League’s 2023 report, toxicity in gaming is “now so per-
vasive that it has become the norm for many players”
(ADL, 2023). Moreover, concerns among experts are ris-
ing about the potential for advanced AI to cause signif-
icant harm through manipulation, even before ChatGPT.
Sophisticated AI-assisted information operations have al-
ready emerged as a growing concern (Hitkul et al., 2021;
McKay and Tenove, 2021; Tucker et al., 2017). Already
in 2022, systems like Cicero, an AI language agent, had
demonstrated capabilities in persuasion and deception
within social gaming environments (FAIR et al., 2022).

To foster a healthier online community, companies
have experimented with various approaches to curb the
dissemination of toxic and harmful content. These efforts
range from word censorship and player bans to content
moderation and flagging controversial posts for review.

My research interests primarily lie in applied natu-
ral language processing for social good. Previously, I
focused on measuring partisan polarization on social me-
dia during the COVID-19 pandemic and its societal im-
pacts (Yang et al., 2021, 2024b). Currently, at Ubisoft
La Forge, I am dedicated to enhancing player safety
within in-game chat systems by developing methods to
detect toxicity (Yang et al., 2023), evaluating the biases
in these detection systems (Van Dorpe et al., 2023), and
assessing the current ecological state of online interac-
tions (Yang et al., 2024a). Additionally, I am engaged
in simulating social media environments using LLMs
to ethically test detection methods, evaluate the effec-
tiveness of current mitigation strategies, and potentially
introduce new, successful strategies.

1.1 Safety With In-Game Chat Systems

Ensuring player safety in online games begins with ef-
fectively detecting and preventing toxicity within in-
game chat systems. As more games feature online mul-
tiplayer modes with team and all-chat options, players
engage in conversations through both text and speech.
While definitions of toxicity and hate speech vary among
researchers and industry platforms, we adhere to the def-
initions outlined by the Fair Play Alliance (Lewington,
2021). My initial focus was on improving the detection
of toxicity (Yang et al., 2023). Previous research pri-
marily focused on social media, revealing that incorpo-
rating the context of parent posts did not enhance perfor-
mance. Since in-game conversations are more cohesive,
I integrated techniques from dialogue systems, including
previous chat lines and speaker segmentation, to model
multi-turn conversations. This enabled the creation of a
context-aware model capable of detecting toxicity in real-
time game chat.

While advancing these LLMs to detect toxicity is cru-
cial, addressing the potential biases inherent in them is
equally important. Consequently, our team measured
identity biases using a game-focused dataset (Van Dorpe
et al., 2023). Inspired by reactivity analysis, we had
users annotate whether a sentence was toxic. We gen-
erated sentences typical of in-game chat while replac-
ing key words with specific attributes (e.g., black, trans),
groups (e.g., white, young people, women), and per-
sonas (e.g., artist, streamer). This approach allowed us
to measure whether detection algorithms reacted differ-
ently to certain terms, leading to unfair treatment of spe-
cific groups of players, either through over-penalization
or under-penalization.

To fully grasp the current state of toxicity within in-
game chat systems, we ran our detection system on a full
year’s worth of chat data (Yang et al., 2024a). This re-
search examined in-game events, the number of players
and matches played, and the types of games. We rec-
ognize that any deployed system will naturally elicit re-
actions from players. A holistic approach that consid-
ers both the technical aspects of toxicity detection and
the socio-cultural environment of online gaming commu-

64



nities is essential. By gaining a comprehensive under-
standing of these factors, the player safety team can de-
vise more effective strategies to foster a safer and more
inclusive gaming ecosystem. Capturing the current eco-
logical state before deployment allows us to measure the
impact of this detection system in conjunction with any
mitigation strategies deployed.

1.2 Simulating Social Media w/ LLMs
With the rise of generative LLMs, the question arises
whether they can be utilized to simulate high-fidelity
reflections of social environments, creating a sandbox
mode that allows us to ethically test detection and mit-
igation strategies for social harms such as manipula-
tion during election discourse, the spread of toxicity, hate
speech, misinformation, and disinformation.

LLMs have demonstrated the ability to reflect polit-
ical attitudes (Argyle et al., 2023), showcase personal-
ity traits (Serapio-García et al., 2023), and simulate so-
cial interaction (El-Kishky et al., 2022; Törnberg et al.,
2023). Researchers have already begun using LLMs on a
small scale, such as simulating a small town (Park et al.,
2023) and social media (Törnberg et al., 2023). Our cur-
rent work at my research lab focuses on expanding these
simulations to a larger scale using the open-source social
media platform Mastodon as the environment. We will at-
tempt to employ personas that reflect reality-matching de-
mographics and activity/network attributes from massive
Twitter datasets (Pelrine et al., 2023b; Yang et al., 2021;
Pelrine et al., 2023a; Orlovskiy et al., 2024). Addition-
ally, we will then introduce benign agents fine-tuned for
varying levels of susceptibility to misinformation, mir-
roring human populations (Liu et al., 2023), and ma-
licious agents that would replicate severe manipulation
threats. This controlled setting will then enable us to
quantify manipulation effects and assess the effectiveness
of proposed defenses, yielding broad applications across
AI safety, social science, and policy.

2 Spoken dialogue system (SDS) research
The research on player safety systems is closely con-
nected to spoken dialogue system research, as players
frequently communicate through text and speech. Lever-
aging LLMs to simulate these social environments al-
lows us to ethically test current prevention methods and
understand the effectiveness and potential unintended
consequences of various mitigation strategies. Spoken
dialogue systems, such as chatbots and virtual assis-
tants, rely on natural language processing and generation,
which are also fundamental to LLMs. By studying the
manipulation and mitigation of social harms in these sim-
ulations, we can develop more robust and ethical dialogue
systems capable of detecting and preventing misinforma-
tion, hate speech, and other malicious content in real-time

interactions. This cross-disciplinary approach enhances
the safety and trustworthiness of AI-driven communica-
tion technologies in both written and spoken forms, ulti-
mately contributing to a more secure and inclusive digital
environment.

3 Suggested topics for discussion
• Understanding and mitigating social harms: Ad-

dressing toxicity and misinformation through high-
fidelity simulation environments.

• Enhancing safety in online environments: multi-
modal models, handling multi-lingual conversations
(where a sentence can contain more than one lan-
guage), and addressing accents and region-specific
dialogue.

• Personification of LLM agents: Developing coher-
ent responses based on backstory and personality.

• Ethically simulating social media sandbox environ-
ments at scale with LLM agents: Including the post-
ing of text, speech, images, and video.

• Re-balancing the playing field between good and
bad actors: Strategies for countering societal-scale
manipulation.
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1 Research interests

My research focuses on understanding semantic struc-
tures in multimodal dialogue environments. I’m par-
ticularly interested in using graphs to represent mean-
ing, such as Scene Graph for visual information[Johnson
et al. (2015)] and Abstract Meaning Representation
(AMR) for language[Banarescu et al. (2013)]. Dur-
ing my masters, I worked on enhancing vision and lan-
guage models to better differentiate structurally ambigu-
ous image-caption pairs[Sangmyeong et al. (2023)] using
linguistic formalism. For my PH.D., I’m exploring a new
task: Object State Inference from Verbal Instructions.
I plan to use the graph structures mentioned earlier to
manage relations and attributes of multiple objects inside
a visual scene, and accurately express user instructions.

1.1 Semantic Structures in Multimodal
Environments

For real-world applications to understand multimodal en-
vironments, models must accurately align visual scenes
with their corresponding language descriptions. How-
ever, natural language often contains structural ambigu-
ity, where a single sentence can have multiple meanings
due to different possible phrase structures. This makes
it challenging to match vision and language one-to-one,
which can lead to difficulties in conveying user inten-
tions accurately, decreasing usability. During my mas-
ter’s, I worked on using various linguistic formalisms,
such as syntax trees and semantic parsed graphs, as inputs
into the Contrastive Language Image Pre-trained (CLIP)
model[Radford et al. (2021)] to improve its ability to dis-
tinguish between ambiguous contexts.

1.2 Object State Inference from Verbal Instructions

In the real world, a visual environment consists of multi-
ple objects with physical attributes and inter-relationships
governed by the laws of physics. Understanding how
these states change due to external factors, such as user
instruction, is crucial for task-oriented dialogue systems
like cooking robots. My research interest is in simulating
and predicting how object states change based on verbal
instructions. This field is significant for two reasons: it
enhances the system’s ability to comprehensively under-

stand visual contexts and instructions, and it can warn
users if their instructions might lead to dangerous situ-
ations (e.g. putting an egg in a microwave). Previous
research used dictionary data structures to represent indi-
vidual objects, yielding good results but struggling with
representing inter-positional relationships[Zellers et al.
(2021)]. My focus is on adapting graph structures for this
task to better represent complex visual scenes and user
instructions.

2 Spoken dialogue system (SDS) research

The field of SDS is undergoing a significant transforma-
tion with the advent of Large Language Models (LLMs),
such as Chat-GPT. This development has highlighted
a distinction between academic and industry research,
as the latter has resolved numerous SDS challenges
using vast amounts of data in an end-to-end fashion,
which is often unaffordable for academia. Consequently,
academia needs to establish its own specific research
trends to coexist or even leverage LLMs. One potential
area is evaluating LLM performance and analysing their
principles to identify limitations in achieving human-
level intelligence[Sravanthi et al. (2024)].

Meanwhile, my focus is on the novel role of visual
and linguistic structural information in the modern era
of SDS. Traditionally, structural information has been
used to enhance generation models, providing strict struc-
tural details absent in plain texts and pixel-level im-
ages[Johnson et al. (2018)]. In the LLM era, structural
information continues to be valuable, especially since
LLMs are too large for use in all specific tasks[Hua et al.
(2023)]. However, as computing power advances, LLMs
will likely be applied more broadly. My focus on the use
of structural information for SDS is divided into two main
areas. First, as the complexity of environments increases,
structural information such as scene graphs can effec-
tively manage objects and subspaces, especially when la-
belled with attributes. Second, graph structures like scene
graphs and AMR are robust representations of meaning.
Generating these structures demonstrates a system’s un-
derstanding of its surrounding environment and user in-
structions, facilitating a shared understanding between
the user and the system as dialogue progresses.
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3 Suggested topics for discussion
I suggest the following three topics for discussion during
the vent, focusing on the new directions the SDS research
community should explore:

• Coexist with LLMs: I hope to discuss with fel-
low researchers the future direction of SDS in light
of LLM advancements. We should consider what
LLMs can and cannot do, whether their current
limitations are temporary, and which tasks our re-
search should prioritise. I’m interested in develop-
ing benchmarks to assess and explain LLM compre-
hension abilities and creating a generation frame-
work where LLMs play specific roles.

• Role of Structural Information: As previously men-
tioned, the traditional role of structural information
in assisting generation models is evolving. LLMs.
with their extensive pre-training on large datasets,
now possess a high level of semantic knowledge. I
want to explore how structural information can be
applied in SDS research, such as managing com-
plex situations efficiently or generating a common
semantic ground for user-system interactions.

• Disambiguation Strategy: When users’ language in-
puts contain ambiguity, the simplest solution is to
confirm the intended meaning with the user. How-
ever, sometimes it is better for the system to disam-
biguate using commonsense-based plausibility. De-
veloping a strategy for disambiguation can make the
system’s dialogue more human-like, enhancing user
comfort.
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1 Research interests

My research interests include multi-user dialogue sys-
tems with a focus on user modelling and the develop-
ment of moderation strategies. Contemporary Spoken
Dialogue Systems (SDSs) frequently lack the ability to
interact with more than one user simultaneously. More-
over, I am interested in researching on the Controlla-
bility of Language Generation using Large Language
Models (LLMs). Our hypothesis is that an integration of
explicit dialogue control signals improves the Control-
lability and Reliability of generated sequences indepen-
dently of the underlying LLM.

1.1 Multi-User Dialogue Systems

Although group interactions play an essential role in peo-
ple’s daily lives, research on multi-user dialogue systems
is rather underrepresented. A reason for that could be the
various challenges associated with this topic: Turn-taking
strategies, addressee detection, and the lack of suitable
training data, just to name a few. Researchers often face
the issue that there are generally no guidelines or best
practices for developing new multi-user SDSs, since most
publications present systems which are strongly focusing
on one specific task and are therefore not generalisable.

To gain insights into how users would like to be ad-
dressed by an SDS during a group conversation, we con-
ducted a user study (Wagner et al., 2019). Here, we iden-
tified which system behaviours were perceived as less ob-
trusive and beneficial for the dialogue flow. As a next ex-
periment, we evaluated moderation strategies for group
chats (Wagner et al., 2022). The moderation strategies
were intended to support groups in negotiating joint ap-
pointments and were rated as helpful.

Another topic I am interested in is human-robot inter-
action. We investigated recommendation strategies in a
scenario with a household assistant robot (Kraus et al.,
2022). In context of multi-user interaction, we examined
how users perceived the usability of different dialogue
strategies in a quiz game setup (Wagner et al., 2023). We
intend to improve the developed strategies through the
use of LLMs, which leads to the next section.

1.2 Controllable Language Generation

Task-oriented dialogue systems are designed to assist
users in accomplishing specific tasks through natural lan-
guage interactions. Traditional systems rely on a pipeline
architecture with components for Natural Language Un-
derstanding, Dialogue Management, and Text Generation
(Jokinen and McTear, 2009). Recently, LLMs are applied
to substitute these components, as their generated outputs
are much more flexible and appear more natural.

Since no task-specific data can be presented during
pre-training, it is necessary to adapt models to a down-
stream task. Contemporary approaches include fine-
tuning (Ouyang et al., 2022) and in-context learning
(Brown et al., 2020). Although this equips models with
certain capabilities to maintain context over conversa-
tions, it does not prevent the risk of incorrect responses
or hallucinations. Further approaches like retrieval-
augmented generation (Lewis et al., 2020) and automated
generation of prompt templates (Sánchez Cuadrado et al.,
2024) are supposed to provide additional knowledge and
task-dependent prompt design.

However, none of these techniques consider the use of
explicit control signals to control the dialogue flow, as
they rely instead on implicit dialogue modelling within
the neural net of transformer-based LLMs. To overcome
these limitations, we propose equipping the system with
a component for explicit dialogue control similar to the
traditional pipeline architecture - the dialogue controller.
For this, we have conducted a baseline experiment in
which we showed that a dialogue controller improves the
controllability of generated outputs (Wagner and Ultes,
2024). Specifically, the generated responses were more
likely to correspond to human-annotated references. The
proposed controller is designed to extract task-relevant
data from a knowledge source and to provide a prompt in-
struction depending on the user input and intention. The
system architecture is depicted in Figure 1. Furthermore,
we plan to conduct experiments on constrained decoding
as described in (Shin et al., 2021). This way, we expect
to further enhance control over the generated output and
provide users with more reliable responses.
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Figure 1: Depiction of the dialogue control architecture.

2 Spoken dialogue system (SDS) research
In my opinion, LLMs will increase the performance and
popularity of SDSs and thus have an impact on research.
However, I believe spoken language has its greatest po-
tential in domains where information cannot be conveyed
more efficiently or conveniently by other means. This
includes voice assistants, smart speakers, health sector
applications, or smart home environments. Personalisa-
tion and context-awareness will also play a vital role in
the future, which may enable SDSs to become more and
more useful in everyday life. Moreover, the research on
multi-user dialogue systems needs to be intensified and
common design rules established.

For the young research community, I would welcome
the idea of actively participating in the development and
application of ethical guidelines for the use of artificial
intelligence, as this is where I expect major differences
between the aims of industry and academia.

3 Suggested topics for discussion
My suggestions centre on the field of multi-user dialogue
systems, and controllable natural language generation us-
ing Large Language Models.

• Multi-User Dialogue Systems: What are the best
practices for development and evaluation? How to
deal with the challenges in user modelling and dia-
logue state tracking? What turn-taking and modera-
tion strategies should be used?

• Natural Language Generation: How to design ex-
plicit control signals to improve the controllability
of language generation? Can constrained decoding
enhance the response quality?

• Actionable Evaluation Metrics: Which metrics are
applicable to measure the perceived naturalness of
SDSs? How can they be used for policy optimisa-
tion? Can they also be applied for multi-user SDS?
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1 Research interests

My research interest involves persona dialogue systems,
which use the profile information of a character or real
person, called a persona, and responds accordingly. Per-
sona dialogue systems can improve the consistency of
the system’s responses (Li et al., 2016), users’ trust (Hi-
gashinaka et al., 2018), and user enjoyment (Miyazaki
et al., 2021).

My current research focuses on persona dialogue sys-
tems, especially dialogue agents that role-play as fictional
characters. The first task involves obtaining the dialogue
and personas of novel characters and building a dialogue
corpus. The second task involves evaluating whether the
dialogue agent’s responses are character-like relative to
the context. The goal of these studies is to allow dialogue
agents to generate responses that are more character-like.

1.1 Constructing a Dialogue Corpus for
Role-playing

The main focus when assessing a dialogue system that
simulates a character is the accuracy with which the sys-
tem reflects the character’s traits in its responses. To
compare the system’s responses with those of the charac-
ter, we need a corpus containing the character’s dialogue
data. Dialogue corpora related to character role-play in-
clude ChatHaruhi (Li et al., 2023), CharacterEval (Tu
et al., 2024), and TimeChara (Ahn et al., 2024), which
were constructed by extracting character dialogue from
novels and movies. Another dialogue corpus involving
the role-play of historical figures is Character-LLM (Shao
et al., 2023), which generates scenes and dialogues based
on Wikipedia profile information.

However, these corpora rely on external or preexist-
ing knowledge about the characters’ personas and are of-
ten limited to well-known works, extracting dialogues di-
rectly from them. For characters from popular works,
personas can be inferred from external sources such as
Wikipedia or assumed based on the model’s parameter
size. Some datasets, such as the Harry Potter Dialogue
Dataset (Chen et al., 2023), include information on rela-
tionships with other characters but are restricted to a few
major works.

There is a need for dialogue corpora containing char-

acters from minor works to better assess the role-playing
capabilities of large language models (LLMs) such as
GPT-4, which has vast parameters and extensive train-
ing data. Current corpora mainly construct personas us-
ing data available on the Web, evaluating role-playing by
comparing the model’s output to the expected persona.
However, such an approach may not accurately assess
LLMs trained on comparable sources.

To address this gap, I focus on collecting character di-
alogues from novels and deriving personas directly from
narrative texts and character utterances. My corpus in-
cludes not only major works but also minor ones lack-
ing Wikipedia coverage. Persona extraction from nov-
els allows for more authentic character representation
as described by the original authors. While I manu-
ally acquired utterances and personas at first, ongoing re-
search explores methods for automating this process us-
ing LLMs, facilitating corpus expansion. In the future, I
aim to use the corpus constructed by my method to eval-
uate the role-playing performance of a spoken dialogue
system. Since there is no definitive “correct” voice for
a character in a novel, I am interested in determining the
type of voice the system should select to ensure that users
perceive it as matching the character’s persona.

1.2 Evaluating Responses of Persona Dialogue
Systems

In the assessment of the response performance of a per-
sona dialogue system, criteria such as naturalness and flu-
ency are important, similar to those used in open-domain
dialogue systems. However, one vital evaluation pertains
to whether the responses align with the designated per-
sona.

Several evaluation methods exist for how well personas
are reflected in responses. These methods use persona de-
scriptions (Jiang et al., 2020; Zheng et al., 2020), sample
monologues (Su et al., 2019; Wu et al., 2020), and evalu-
ations without references (Miyazaki et al., 2021) and in-
volve LLM assessments (Shao et al., 2023; Wang et al.,
2024).

The first three types of methods primarily assess in-
dividual responses, which may overlook nuances where
responses are contextually incongruent with the persona.
For example, if a user with a persona stating “I live with
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my family” asks the system, “Do you live alone?” and
the system replies, “Yes,” although “Yes” alone does not
contradict the persona, in context it implies that the sys-
tem lives alone, which contradicts the persona.

LLM-based methods involve feeding the model per-
sona information and calculating scores to determine
if responses align with the persona. For instance,
Character-LLM (Shao et al., 2023), generates prompts
based on dialogue history and persona traits to evaluate
memorization, values, personality, hallucination, and sta-
bility criteria.

However, a significant issue with this method is that the
correlation between LLM evaluation and manual eval-
uation has not been consistently explored. InCharacter
(Wang et al., 2024) evaluates the performance of persona
dialogue systems using psychological scales focusing on
personality and has confirmed a correlation with human
evaluations. Nonetheless, the assessment of role-playing
performance should consider factors beyond the person-
ality reflected in responses. Aspects such as speaking
style and the fidelity of character memories may also need
to be correlated with human evaluations.

Human evaluation also has its drawbacks. The first is
that the evaluation results vary depending on the evalua-
tor’s subjectivity and preferences. The other is that, de-
pending on the popularity of the work, it may be difficult
to recruit evaluators who know all the information about
the characters (Chen et al., 2024). To address these is-
sues, it is possible to have evaluators learn the evaluation
rules and character information, but this would be a very
complicated process.

Furthermore, research has indicated that GPT-4 tends
to give higher ratings to text generated by the same
model (Jiang et al., 2020). Typically, researchers use
the best-performing model for dialogue systems and re-
sponse evaluation. Consequently, when GPT-4 evaluates
responses generated by itself, there arises a risk of inac-
curate evaluation. Hence, it may be necessary to assess
persona dialogue systems using a model other than GPT-
4.

I am developing a model that takes both dialogue con-
text and responses as input to determine whether the re-
sponse aligns with the persona. To train the model, I have
built a dataset consisting of pairs of responses that align
the persona and those that do not. The responses that
align with the persona are extracted directly from a novel,
while the non-aligning responses are generated using a
LLM based on the former. The dialogue context lead-
ing up to each response is also generated using an LLM.
The goal is to fine-tune smaller language models so that
they can provide evaluations highly correlated with hu-
man judgments.

2 Spoken dialogue system (SDS) research
To realize a persona dialogue system in a voice dialogue
system, it is important to reflect the persona not only in
the speech content but also in tone of voice and emotional
expression. Depending on the persona, reflecting dialects
and accents in the voice may also be necessary. Studies
are already being conducted on changing tone and emo-
tion during speech synthesis. With recent advances in
multimodal language models, I believe it will be possi-
ble to synthesize speech that suits any persona. However,
when setting up speech synthesis from a text-based per-
sona, preventing social bias is important.

Regarding the reflection of dialects and accents, re-
search is being conducted in speech synthesis and text
translation for languages and dialects with some level of
resources. Studies are also ongoing with respect to low-
resource languages to overcome limited resources. In the
future, this will allow a spoken dialogue agent to repro-
duce the dialect of any persona, essentially from any re-
gion. However, in cases where the person is from a fic-
tional region where no model exists or is an alien, the
methods proposed so far may not address the situation.

Despite some challenges, I believe that realizing a per-
sona dialogue system in a spoken dialogue system (SDS)
is a promising endeavor. This will allow for the cre-
ation of a more humanlike SDSs and is expected to fur-
ther deepen the relation between dialogue systems and
humans.

3 Suggested topics for discussion
I suggest discussing the following topics:

• When incorporating a persona into an SDS, what
content should be considered for speech synthesis?

• Will the evolution of multimodal LLM lead to an
SDS that can manage all tasks with a single model?

• What additional features would make a SDS feel
more human?
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1 Research interests

The author is interested in building dialogue systems with
character and user adaptaton. The goal is to create a
dialogue system capable of establishing deeper relation-
ships with users. To build a trustful relationship with
users, it is important for the system to express its charac-
ter. The author particularly aims to convey the system’s
character through multimodal behavior.

Although users currently try to speak clearly to avoid
speech recognition errors when interacting with SDSs, it
is necessary to develop SDSs that allow users to converse
naturally, as if they were speaking with a human. The au-
thor focused on user adaptation by considering user per-
sonality and proposed a system that adjusts its manner of
speaking according to the user’s personality. In addition,
the author is interested not only in adjusting the system’s
speaking style to match the user but also in making the
system’s listening style more conducive to natural con-
versation.

1.1 Character expression for SDSs

The character expression of robots leads to increasing
user engagement in dialogue. In this work, “personal-
ity” is used as a psychological dimension for classifying
users, and “character” notes the impression that the robot
gives to the user. Generally, the character (personality)
of a system is set based on enumerated personas or the
Big Five personality traits. However, the characteristics
of a personality that are easier to convey to users will dif-
fer depending on the modality. Therefore, the author fo-
cused on features in spoken dialogue such as backchan-
nels, fillers, and switching pause length, and constructed
a character expression model for a spoken dialogue sys-
tem (Yamamoto et al., 2022). For example, an extro-
verted system is programmed to give frequent backchan-
nels, while an emotionally unstable system is controlled
to use more fillers. The results of dialogue experiments
showed that the system was able to give the impression
of executing its role more appropriately in the dialogue
by expressing a character according to the task.

1.2 User adaptation based on user personality
The goal with user adaptation of SDSs is to make the sys-
tems generate behaviors appropriate to the user, which
leads to increasing user satisfaction in the dialogue.
There are several approaches when it comes to achiev-
ing dialogue suitable for the user such as selecting topics
of interest to the user, synchronizing with the user’s be-
havior, and predicting the user’s internal state to facilitate
dialogue. The author is interested in a system’s manner
of speaking that makes the user feel comfortable talking.
In other words, it should evoke an impression of “getting
along well” or “feeling at ease.”

The author has previously demonstrated that having an
SDS express a character that matches the user’s person-
ality can enhance user satisfaction with the dialogue (Ya-
mamoto et al., 2023). In this earlier work, an “extroverted
system” and “introverted system” were constructed using
the techniques explained in Section 1.1, and the author
analyzed the tendency of users to prefer interacting with
each system based on the user’s personality.

1.3 Control of system behaviors as a listener
There are have been many studies on the operation of
spoken dialogue robots, but for users to have a pleas-
ant dialogue, it is also necessary for the robot to behave
appropriately as a listener. In the past, the author has
been involved in the development of a listening dialogue
system Inoue et al. (2020) that ensures users can speak
comfortably by appropriately utilizing responses such as
backchannels, evaluative feedback, and questions. On the
other hand, humans perform various actions and reactions
while listening, such as nodding and giving backchannel
responses. By appropriately modeling such behaviors,
the author aims to adequately express the sense that the
agent is actively listening during spoken dialogues.

2 Spoken dialogue system (SDS) research
The author discusses the important topics for future stud-
ies on SDSs.

2.1 User adaptation in first-time interactions
Just as it is implausible for humans to like every single
person they meet, there is no dialogue system that can be
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liked by all people. Therefore, a dialogue system needs to
understand the characteristics of the conversation partner
from the dialogue and adapt accordingly. However, such
user adaptation is typically assumed for dialogue systems
used by the same user over a long period.

Conversely, systems designed for first-time interac-
tions, such as with store clerks, should be designed to
speak in a manner suitable for the role (satisfying many
users). User adaptation based on persona information,
such as individual user preferences, makes it difficult to
handle first-time interactions.

However, the author believes that it is possible to
achieve user-appropriate dialogues even in first-time in-
teractions. This can be done by recognizing the user’s
personality at the beginning of the conversation and then
adjusting the speech style to match it during the conver-
sation. Although human personalities vary, it is believed
that preparing several personality groups for specific sit-
uations can handle these variations. Another advantage
of this approach is that, unlike when using personas, the
system does not explicitly communicate the recognized
result of the user’s personality to the user. Therefore,
even if the recognition result is incorrect, the conversa-
tion itself can avoid collapsing.

2.2 Understanding human relationships

Two types of human relationships are discussed here:
first, the relationship between the user in front of the sys-
tem and the system itself, and second, the relationships
between users. When implementing user adaptation in
SDSs, it is necessary to model the relationship between
the user and the system. In other words, it is essential to
constantly monitor how much trust the user and the sys-
tem have built. This is because, in scenarios where the
user interacts with the system over an extended period,
the manner and content of the conversation will change.
This change cannot simply be measured by the length of
the interaction time because it switches in accordance to
changes in the relationship with the user. Therefore, it is
crucial to model the relationship between the user and the
system and conduct the dialogue accordingly.

Currently, it is sufficient to continue the dialogue by
considering only the relationship with the person in front
of the system in a one-on-one interaction. Indeed, most
of the datasets collected for learning purposes assume
one-on-one dialogues. However, when SDSs or robots
are used in society, it becomes necessary to conduct di-
alogues that consider multi-person interaction scenarios
and relationships with people not present in the conversa-
tion.

In such cases, it is necessary to make utterances that
consider the relationships between users. However, there
is a lack of data and methods for constructing dialogue
systems that handle multi-person interactions or are uti-

lized by multiple users. For example, in multi-person di-
alogues, predicting the next speaker can vary depending
on the relationships between users. It is thus necessary to
collect multi-party dialogue datasets in various everyday
situations to build models that capture the relationships
between users.

3 Suggested topics for discussion
The author suggests three topics for discussion in the dis-
cussion panel during the event.

• Is it necessary for spoken dialogue systems to pos-
sess human-like dialogue? Are there more appropri-
ate methods for dialogue with dialogue systems?

• How can insights gained from theoretical studies of
dialogue, such as conversation analysis, be incorpo-
rated into our studies?

• Does a SDS’s agreement fulfill the user’s need for
approval? Can it serve as a substitute for human
friends?
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1 Research interests
My research is focused on the field of explainable AI
(XAI), which aims to address the challenge of providing
transparency to AI systems. I am particularly focused on
the development of dialogue systems that enable natural
interaction with explanations. By employing computa-
tional argumentation approaches, my objective is to cre-
ate methods that facilitate meaningful dialogue between
users and AI systems, allowing for a greater understand-
ing of the systems’ reasoning processes.

1.1 Enabling XAI explanations through dialogue
In recent years, the need for transparency in AI systems
has significantly increased, leading to the growing popu-
larity of the field of explainable AI (XAI) (Das and Rad,
2020). Ensuring that AI systems are understandable to
users is crucial for building trust and facilitating effec-
tive use (Schmidt et al., 2020). One promising approach
to achieving this is through dialogue systems, which can
enable more dynamic and interactive explanations (Sokol
and Flach, 2020).

Dialogue systems offer several advantages for the pro-
vision of explanations. These include the ability to seg-
ment information into manageable parts, thereby facili-
tating the comprehension of complex concepts; the ca-
pacity to elicit questions based on the specific needs of
the user, which results in a more personalized and rel-
evant interaction; and the capability to adapt the sys-
tem’s responses to align with the user’s knowledge level
and language proficiency, which enhances comprehen-
sion and satisfaction.

However, many existing XAI methods are non-
conversational, offering explanations that are challenging
for non-expert users to comprehend. Current conversa-
tional approaches in XAI like Slack et al. (2023), Shen
et al. (2023) or Feldhus et al. (2023) often rely on basic
question-answering systems and lack sophisticated dia-
logue management capabilities. This limitation neglects
the importance of context in maintaining coherent and
meaningful interactions. In order to address these issues,
we proposed a generic dialogue architecture that inte-
grates XAI explanations into a dialogue system (Feustel

et al., 2023). Subsequently, we implemented a prototype
based on this architecture.

Recognizing that effective explanations often require
more than just model-specific details, we incorporated a
knowledge module containing domain-specific informa-
tion. This module is essential for providing comprehen-
sive reasoning about the AI’s domain, thereby facilitating
a more profound comprehension of the foundation of the
underlying process.

1.2 Integrating Domain Knowledge

The incorporation of domain expertise prompted the need
to ascertain an effective methodology for integrating this
knowledge into a dialogue system and establishing a con-
nection with XAI explanations. The proximity of the ar-
eas of argumentation and XAI presents an opportunity for
exploration, as arguments and explanations share compa-
rable characteristics (Vassiliades et al., 2021). We deter-
mined that computational argumentation offers a suitable
framework for representing domain facts, as it allows for
structured and logical presentations of information.

Utilizing our expertise in argumentative dialogue, we
determined that argumentative tree structures could be
readily adapted to effectively address this integration
challenge (Feustel et al., 2024). We extended our pro-
totype system to include domain specific arguments and
conducted a small study to evaluate the system’s effec-
tiveness. The results indicated positive trends, suggest-
ing that integrating domain knowledge into the dialogue
system has a positive effect on the dialogue.

1.3 Future Directions

In future research we want to explore several key areas
to enhance the capabilities of the explanatory dialogue
systems.

Firstly, we aim to improve the Natural Language Un-
derstanding (NLU) to achieve a more generic understand-
ing of explanation requests, as we observed a high error
rate in the current system that was NLU-related, result-
ing in users not being understood correctly. This involves
developing advanced models capable of accurately inter-
preting and processing a wide range of user queries, re-
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gardless of the specific wording or context.
Additionally, we plan to advance Natural Language

Generation (NLG) techniques. Currently, our and other
XAI systems rely on template-based system responses,
which can result in rigid responses. By exploring more
sophisticated NLG methods, such as those powered by
large language models, we aim to generate more fluid and
contextually appropriate responses. This improvement
would also include the ability to paraphrase arguments
to better fit the dialogue context, thereby enhancing the
coherence and relevance of the information provided to
users.

Another important area of focus is the annotation of
arguments to enable better selection for specific user re-
quests. By refining the way arguments are annotated and
categorized, dialogue systems can more effectively re-
trieve and present the most pertinent information based
on the user’s needs. This involves developing detailed
and nuanced annotation schemas that capture the es-
sential qualities of arguments, ensuring that the system
can make informed decisions about which arguments to
present in various contexts.

By focusing on these improvements, we posit that sig-
nificant advancements can be made towards more sophis-
ticated, transparent, and user-centric dialogue systems.

2 Spoken dialogue system (SDS) research
I believe that in the next 5 to 10 years, the field of di-
alogue research is expected to see significant advance-
ments in creating more flexible and natural dialogue sys-
tems. These systems will be capable of adapting to indi-
vidual user styles, making interactions more personalized
and effective. We will also see the emergence of multi-
lingual and culturally adaptable systems, which can truly
focus on users from diverse backgrounds. This will foster
global communication and accessibility. Moreover, there
will be renewed discussions on human-like systems, ex-
ploring the ethical and social implications of developing
systems that closely mimics human behavior.
With the integration of large language models (LLMs),
there may be a fundamental rethinking of traditional di-
alogue system frameworks, leading to more intuitive and
seamless conversational experiences. We need to think
about how LLMs can be integrated into traditional dia-
logue system architectures to leverage their full potential.
However, we also need to be aware of the limitations they
bring, such as biases in training data and the potential for
generating misleading or inappropriate content.
Additionally, I see a future with more open domain di-
alogues, allowing users to engage in a wider variety of
topics without the constraints of pre-defined domains. I
think these open domain applications might function as
microservices, where a single speech interface processes
the intent and directs the user to the appropriate applica-

tion to fulfill their request. Virtual agents will increase in
prevalence, necessitating a high need for natural speech
interaction to ensure user satisfaction and effectiveness
across various tasks and applications. Improved assistant
systems will further support users in various tasks, from
simple queries to complex problem-solving, enhancing
productivity and user satisfaction across different appli-
cations.

3 Suggested topics for discussion
• Personalization and User Modelling: Best prac-

tises for tailoring dialogue to individual users. What
can be personalized and what should not be person-
alized? Which aspects of a user can already be mod-
elled and how can we model more complex aspects?
E.g. Mental Model

• Evaluation of Dialogue: How can we evaluate non-
task-oriented dialogues? How can we engage partic-
ipants to interact with the system without influenc-
ing the results?

• Error-Communication: There are various aspects
where a (dialogue) system can fail (e.g. wrong AI
prediction, wrong intent classification, ..). Can we
somehow track these failures? How should systems
react if the users notices some wrong behavior? Can
we implement feedback loops to optimize the dia-
logue policy?
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1 Research interests

My research interests lie in the area of modelling affec-
tive behaviours of interlocutors in conversations. In
particular, I look at emotion perception, expression, and
management in information-retrieval task-oriented dia-
logue (ToD) systems. Traditionally, ToD systems focus
primarily on fulfilling the user’s goal by requesting and
providing appropriate information. Yet, in real life, the
user’s emotional experience also contributes to the overall
satisfaction. This requires the system’s ability to recog-
nise, manage, and express emotions. To this end, I in-
corporated emotion in the entire ToD system pipeline
(Feng et al., 2024). In addition, in the era of large lan-
guage models (LLMs), emotion recognition and genera-
tion have been made easy even under a zero-shot set-up
(Feng et al., 2023b; Stricker and Paroubek, 2024). There-
fore, I am also interested in building ToD systems with
LLMs and examining various types of affect in other ToD
set-ups such as depression detection in clinical consulta-
tions and user confidence estimation in tutoring systems
(Litman et al., 2009).

1.1 Emotion-aware ToD System

While existing works have explored user emotions or
similar concepts in various ToD modelling tasks (Lukin
et al., 2017; Guo et al., 2024), none has so far combined
these emotional aspects into a fully-fledged dialogue sys-
tem nor conducted interaction with human or simulated
users. Therefore, I propose to incorporate emotion into
the complete ToD interaction process, involving under-
standing, management, and generation.

To achieve this, I first extended the EmoWOZ dataset
(Feng et al., 2022) with system emotion labels. With this
ToD dataset containing both user and system emotion la-
bels, I could train a both emotionally and semantically
conditioned natural language generator, as well as an
emotional user simulator (Lin et al., 2023) that both reacts
to system emotion and expresses user emotions. Leverag-
ing off-the-shelf dialogue state tracker (van Niekerk et al.,
2021) and user emotion recogniser (Feng et al., 2023a),
I set up the system around a dialogue policy (Geishauser
et al., 2022), which takes dialogue state extended with

user emotion as input and outputs action including sys-
tem emotions. The policy was optimised via reinforce-
ment learning (RL) with the emotional user simulator on
the language level. For the reward signal, the policy con-
sidered both task success and user sentiment level.

In addition to the above-mentioned modular ToD sys-
tem, I also took the inspiration from an existing LLM-
based end-to-end system (Stricker and Paroubek, 2024).
I extended the system to output emotional actions and
trained it with the newly collected dataset.

With both systems, I conducted corpus-level evalua-
tion and interactive evaluation with both simulated and
real users. Our results show that incorporating emotion
into the full ToD pipeline can effectively enhance the
user’s emotional experience and task success at the same
time. This aligns with our hypothesis and intuition that
emotion is crucial in ToD systems. I believe this points to
a promising direction on improving ToD systems.

The future work would be to combine the advantages
of modular systems and end-to-end systems, specifically
by incorporating RL with human feedback (RLHF) to
LLM-based end-to-end systems. Modular systems are
usually centred around a dialogue policy optimised via
RL for long-term task success. Yet, they are prone to er-
rors from each small modules. End-to-end models, on
the other hand, can leverage the capacity of large pre-
trained models but existing models are trained on the cor-
pus with supervised learning. This usually leads to sub-
optimal performance in interactive evaluation. Incorpo-
rating RLHF in the training could potentially be a solu-
tion and further boost the performance of end-to-end ToD
systems. Efficient acquirement of response preference la-
bels and RL training will be my next research efforts.

1.2 Recognising Affect using LLMs

I am also interested in how LLMs can be used to recog-
nise user affects in conversations. My goal was not
to build state-of-the-art affect recognition models with
LLMs but rather to understand the potential of current
LLMs under vanilla set-ups for such a purpose. Specifi-
cally, I conducted experiments with a set of LLMs on dif-
ferent types of datasets under an array of prompt-based
training set-ups. For datasets, I examined three differ-
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ent types of affects: emotions in ToDs, emotions in chit-
chat, and depression. For training set-ups, I looked at
zero-shot learning, few-shot in-context learning, and su-
pervised learning with different amount of data. I also
considered LLMs as a text-processing back-end in SDS
by investigating how automatic speech recognition errors
could influence model prediction. With experimental re-
sults, I draw insights on LLMs’ zero and few-shot ICL
ability, data efficiency in task-specific fine-tuning, ability
to handle long input sequence, ability to recognise dif-
ferent types of affects, robustness to ASR errors, and so
on.

In the future, I will look at how affect recognition and
generation can be improved under zero or few-shot set-
ups. I will leverage existing resources such as annotator
confusion and annotation schemes to elicit reliable rea-
soning and uncertainty estimation in LLMs.

2 Spoken dialogue system (SDS) research

The emergence of LLMs has great impact on approaches
in spoken dialogue modelling. They also bring about op-
portunities in areas such as unsupervised ontology con-
struction for system design (Vukovic et al., 2024). While
LLMs have demonstrated promising abilities in general
language modelling tasks and chat applications, smaller
models and established modular system set-ups should
not be overlooked. Therefore, instead of wishfully using
LLMs to replace all SDSs, researchers will understand
more about the limitations of LLMs so as to combine the
strengths of LLMs and traditional methods.

There will also be more diverse requirements and eval-
uation criteria for SDSs. In the past, information-retrieval
ToD systems focus primarily on task success and inform
rate, and chit-chat systems focus on engagement, coher-
ence, and naturalness. As we see more about what more
powerful systems can achieve nowadays, we expect more
from the system: safety, trust-worthiness, bias, emotion
consistency, and many more. We may also expect our di-
alogue agents to be able to adapt to different challeng-
ing scenarios, from out-of-domain requests to cultural
shifts. While we see more exciting research opportuni-
ties and directions, challenges such as the evaluation of
more well-rounded SDSs emerge.

3 Suggested topics for discussion

• Controllability of LLMs as Dialogue System
Back-end: The issue of hallucination can be es-
pecially detrimental in the domain of task-oriented
dialogues and in the presence of an ontology and
database. How should we make LLMs more con-
trollable for SDS applications?

• The Future of LLMs: What ability would the next

generation of LLMs have? What would be possible
directions of the development in NLP?

• Affective SDS: What are risks of building SDSs for
affect-related applications, such as emotion support,
mental health counseling, more human-like personal
assistant, etc.?
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1 Research interests

In the modern field of Natural Language Processing
(NLP), large language models (LLMs), such as GPT-
4 (OpenAI, 2023), have become the key technologies
that potentially break the traditional boundaries. These
models can generate idiomatic high-quality text, success-
fully addressing many of the NLP challenges and drive
rapid technological advancements. Within the context of
LLMs, my research interests are: (1) utilizing the pow-
erful text generation capabilities of the LLMs in terms of
customized dialogue data augmentation in data-scarce
tasks, and (2) applying the LLMs to the psychological
counseling dialogues. Moreover, I hope to combine
these two themes in the future.

1.1 Customized dialogue data augmentation

Spoken dialogue systems (SDSs) often rely on the inter-
action data between real humans for training. However,
different people have different speaking styles and strate-
gies, influenced by factors such as the dialogue topic, age,
regional and local language variation, context, identity,
preferences, and personality of the speaker, among oth-
ers. In real life human conversations, individuals may
adjust their responses based on the other party’s strategy,
such as seeking clarification when the other party speaks
unclearly. For SDS, those with unique dialogue strategies
form a minority group, resulting in relatively scarce dia-
logue data. Consequently, the SDS cannot adapt to the
speaking strategies of others as effectively as humans,
particularly when encountering individuals with unique
speaking styles.

The scarcity of the annotated data and the challenge
of data imbalance are persistent issues in various artifi-
cial intelligence domains (Shi et al., 2020; Ahmad et al.,
2021; Hedderich et al., 2021). To address those effec-
tively, various data augmentation techniques have been
employed, as demonstrated in prior research on different
tasks (Feng et al., 2021; Bayer et al., 2022; Kim et al.,
2023). For instance, Schick and Schütze (2021) gener-
ated text similarity datasets from scratch by instructing a
large pre-trained language model (PLM). Similarly, Liu
et al. (2022) and Chen and Yang (2021) enhanced the
data by manipulating individual utterances within dia-
logues—in ways such as adding, deleting, changing their

order, or regenerating them—while preserving the orig-
inal meaning, which improved the model’s performance
in the dialogue summarization tasks.

My research focuses on the dialogues that involve
users of different age groups. Inaba et al. (2024a) have
found that speakers of various age group exhibit distinct
speaking strategies. For example, compared to other age
groups, minor interlocutors are less likely to express their
opinions. Consequently, the other speaker often seeks
confirmation or asks additional questions to make the
conversation flowing smoothly. Considering the unique
speaking styles of minors and the inherent difficulties in
obtaining data from them (Aydin et al., 2021), my recent
research employs a framework that combine the LLM and
PLM. This approach customizes the generation of dia-
logue data for minors, enhancing the performance of SDS
in situations when data from minors is scarce.

1.2 Psychological counseling using LLM

Mental health is one of the critical issues in today’s soci-
ety. According to the World Health Organization (WHO),
nearly 1 billion people worldwide suffer from mental dis-
orders, yet 70% of them do not receive any treatment,
such as counseling1. There is a significant gap between
the existing mental health support and the needs of pa-
tients. In recent years, the emergence of online coun-
seling platforms, such as 7cups2 has made psychological
counseling more accessible. However, due to the lack of
experience of some counselors, the effectiveness of these
services is not always ideal. Additionally, training pro-
fessional counselors requires considerable effort.

In recent years, AI research related to psychological
counseling has been increasing. Inaba et al. (2024b) col-
lected counseling dialogue data using role-playing meth-
ods, and the evaluations by professional counselors indi-
cated that the responses generated by GPT-4 were com-
petitive compared to those generated by human coun-
selors. Zhang et al. (2024) enriched the counseling di-
alogue dataset by using LLM to generate dialogues based
on reports from online counseling platforms. Young
et al. (2024) investigated the popularity of human and
LLM-generated responses across various counseling top-

1https://news.un.org/zh/story/2022/06/1104712
2https://www.7cups.com/
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ics. Their results showed that LLM responses were more
popular for topics like interpersonal relationships and
physical health, while human responses were preferred
for topics related to suicide.

Those studies indicate that LLMs can play the role of
counselors, generating high-quality psychological coun-
seling dialogues. However, due to the uncontrollable na-
ture of their generated content, there is a potential risk
when interacting with users who have suicidal tenden-
cies or extreme emotions. Consequently, the aim of re-
lated research is not to have AI act as counselors directly
but to use their powerful text generation capabilities to
assist counselors with dialogues. Sharma et al. (2022)
developed HAILEY using PLM to help peer supporters
on online counseling platforms provide more empathetic
responses. Similarly, Hsu et al. (2023) used PLMs to
offer real-time response strategies and sentences during
counseling dialogues, assisting counselors in their work.
This approach mitigates safety and ethical risks while
also helping inexperienced counselors develop their pro-
fessional skills.

My research interest lies in utilizing LLMs to as-
sist counselors with psychological counseling dialogues.
Specifically, this study employs LLM to provide various
forms of real-time support for the mental health coun-
selors during their sessions with their patients, in terms of
dialogue strategies, example responses, and refinement of
drafted replies. Ultimately, the usefulness of the support
system and the most preferred type of support by coun-
selors will be analyzed through a questionnaire survey.

2 Spoken dialogue system (SDS) research
I believe that future SDSs need to have the ability to
adapt to different individuals. For example, people’s
personalities vary; some enjoy engaging in conversation,
while others are better listeners and appreciate different
aspects of the dialogue. Additionally, some people are
comfortable answering any questions, while others may
be more restrained and prefer not to be asked very per-
sonal questions. The goal is for SDS to infer the users’
personalities through various potential multimodal cues
during conversations and adapt their responses accord-
ingly. This adaptability would significantly enhance the
evaluation of dialogue systems.

I also hope that SDSs will become increasingly ac-
tive in the field of psychological counseling. The num-
ber of people suffering from psychological problems is
enormous, and most of them do not receive adequate sup-
port due to a lack of someone to talk to, among other rea-
sons. This situation needs improvement. The powerful
capabilities of LLMs can provide significant help in psy-
chological counseling.

Ultimately, applying the user adaptability to psy-
chological counseling will enable SDSs to create more

flexible and effective counseling dialogues when inter-
acting with different users.

3 Suggested topics for discussion

I suggest discussing the following topics:

• Multimodal Dialogue Systems for Individuals
with Disabilities: As multimodal dialogue systems
evolve, more information becomes available for di-
alogue generation. Can we leverage these technolo-
gies to facilitate daily life activities for individuals
with disabilities? What are the key technologies
when building such dialogue systems, and what con-
siderations should be made?

• LLM’s Personality Adaptation: Humans typically
exhibit a single personality type, possibly engaging
comfortably in conversations with only a few other
personality types. In contrast, LLMs are trained on
extensive textual data from conversations involving
various personality types. Thus, LLMs can theoreti-
cally adapt to any personality, potentially enhancing
the conversational experience for all of the users by
adopting different conversational styles to match the
user’s personality.

• How long can the trend of LLMs last? What are
the key technologies for future SDS?
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Savran Çelik, and Serhat Güzel. 2021. Difficulties in
collecting data from children aged 7–12. International
Journal of Teacher Education and Professional Devel-
opment (IJTEPD) 4(1):89–101.

Markus Bayer, Marc-André Kaufhold, and Christian
Reuter. 2022. A survey on data augmentation
for text classification. ACM Comput. Surv. 55(7).
https://doi.org/10.1145/3544558.

Jiaao Chen and Diyi Yang. 2021. Simple con-
versational data augmentation for semi-supervised
abstractive dialogue summarization. In Proceed-
ings of the 2021 Conference on Empirical Meth-
ods in Natural Language Processing. Associa-
tion for Computational Linguistics, Online and
Punta Cana, Dominican Republic, pages 6605–6616.
https://doi.org/10.18653/v1/2021.emnlp-main.530.

85



Steven Y. Feng, Varun Gangal, Jason Wei, Sarath
Chandar, Soroush Vosoughi, Teruko Mitamura, and
Eduard Hovy. 2021. A survey of data augmen-
tation approaches for NLP. In Chengqing Zong,
Fei Xia, Wenjie Li, and Roberto Navigli, edi-
tors, Findings of the Association for Computational
Linguistics: ACL-IJCNLP 2021. Association for
Computational Linguistics, Online, pages 968–988.
https://doi.org/10.18653/v1/2021.findings-acl.84.

Michael A. Hedderich, Lukas Lange, Heike Adel, Jan-
nik Strötgen, and Dietrich Klakow. 2021. A sur-
vey on recent approaches for natural language pro-
cessing in low-resource scenarios. In Proceedings of
the 2021 Conference of the North American Chap-
ter of the Association for Computational Linguis-
tics: Human Language Technologies. Association for
Computational Linguistics, Online, pages 2545–2568.
https://doi.org/10.18653/v1/2021.naacl-main.201.

Shang-Ling Hsu, Raj Sanjay Shah, Prathik Senthil, Zahra
Ashktorab, Casey Dugan, Werner Geyer, and Diyi
Yang. 2023. Helping the helper: Supporting peer coun-
selors via ai-empowered practice and feedback.

Michimasa Inaba, Yuya Chiba, Zhiyang Qi, Ryuichiro
Higashinaka, Kazunori Komatani, Yusuke Miyao, and
Takayuki Nagai. 2024a. Travel agency task dialogue
corpus: A multimodal dataset with age-diverse speak-
ers. ACM Trans. Asian Low-Resour. Lang. Inf. Process.
https://doi.org/10.1145/3675166.

Michimasa Inaba, Mariko Ukiyo, and Keiko Takamizo.
2024b. Can large language models be used to pro-
vide psychological counselling? an analysis of gpt-4-
generated responses using role-play dialogues. In The
14th International Workshop on Spoken Dialogue Sys-
tems Technology. https://arxiv.org/abs/2402.12738.

Hyunwoo Kim, Jack Hessel, Liwei Jiang, Peter
West, Ximing Lu, Youngjae Yu, Pei Zhou, Ro-
nan Bras, Malihe Alikhani, Gunhee Kim, Maarten
Sap, and Yejin Choi. 2023. SODA: Million-
scale dialogue distillation with social common-
sense contextualization. In Proceedings of the
2023 Conference on Empirical Methods in Natu-
ral Language Processing. Association for Compu-
tational Linguistics, Singapore, pages 12930–12949.
https://doi.org/10.18653/v1/2023.emnlp-main.799.

Yongtai Liu, Joshua Maynez, Gonçalo Simões, and
Shashi Narayan. 2022. Data augmentation for
low-resource dialogue summarization. In Find-
ings of the Association for Computational Linguis-
tics: NAACL 2022. Association for Computational
Linguistics, Seattle, United States, pages 703–710.
https://doi.org/10.18653/v1/2022.findings-naacl.53.

OpenAI. 2023. Gpt-4 technical report.

Timo Schick and Hinrich Schütze. 2021. Generat-
ing datasets with pretrained language models. In
Proceedings of the 2021 Conference on Empiri-
cal Methods in Natural Language Processing. As-
sociation for Computational Linguistics, Online and
Punta Cana, Dominican Republic, pages 6943–6951.
https://doi.org/10.18653/v1/2021.emnlp-main.555.

Ashish Sharma, Inna W. Lin, Adam S. Miner, David C.
Atkins, and Tim Althoff. 2022. Human-ai collabora-
tion enables more empathic conversations in text-based
peer-to-peer mental health support.

Wenzhong Shi, Min Zhang, Rui Zhang, Shanx-
iong Chen, and Zhao Zhan. 2020. Change de-
tection based on artificial intelligence: State-of-
the-art and challenges. Remote Sensing 12(10).
https://doi.org/10.3390/rs12101688.

Jordyn Young, Laala M Jawara, Diep N Nguyen, Brian
Daly, Jina Huh-Yoo, and Afsaneh Razi. 2024. The
role of ai in peer support for young people: A study
of preferences for human- and ai-generated responses.
In Proceedings of the CHI Conference on Human
Factors in Computing Systems. Association for Com-
puting Machinery, New York, NY, USA, CHI ’24.
https://doi.org/10.1145/3613904.3642574.

Chenhao Zhang, Renhao Li, Minghuan Tan, Min Yang,
Jingwei Zhu, Di Yang, Jiahao Zhao, Guancheng Ye,
Chengming Li, and Xiping Hu. 2024. Cpsycoun:
A report-based multi-turn dialogue reconstruction and
evaluation framework for chinese psychological coun-
seling.

Biographical sketch

Zhiyang Qi is currently pur-
suing a PhD at The Univer-
sity of Electro-Communications
in Japan, within the Graduate
School of Informatics and En-
gineering. Associate Professor
Michimasa Inaba is his advisor.

Qi is interested in dialogue system competitions and dia-
logue systems for the Werewolf game. He enjoys playing
board games, with his favorite being Catan.

86



The 20th Annual Meeting of the Young Researchers’ Roundtable on Spoken Dialogue Systems, pages 87–89
September 16–17, 2024. ©2024 Association for Computational Linguistics

Zi Haur Pang Kyoto University, Kyoto, Japan
pang.haur.42a@st.kyoto-u.ac.jp
https://zihaurpang.github.io/

1 Research interests

The author’s research advances human-AI interaction
across two innovative domains to enhance the depth and
authenticity of communication. Through Emotional Val-
idation, which leverages psychotherapeutic techniques,
the research enriches SDSs with advanced capabilities
for understanding and responding to human emotions.
On the other hand, while utilizing Embodied Conversa-
tional Agents (ECAs), the author focuses on developing
agents that simulate sophisticated human social behav-
iors, enhancing their ability to engage in context-sensitive
and personalized dialogue. Together, these initiatives aim
to transform SDSs and ECAs into empathetic, embodied
companions, pushing the boundaries of conversational
AI.

1.1 Emotional Validation in SDSs

Emotional expressiveness is pivotal in fostering relation-
ships between humans and artificial intelligence within
Spoken Dialogue Systems (SDSs). Traditional meth-
ods in SDSs focus on recognizing user emotions (Po-
ria et al., 2019) or generating empathetic responses (Fu
et al., 2023). However, these conventional approaches
often fall short for individuals who suppress emotions
due to stress or traumatic experiences. For instance, the
mere recognition and mimicry of user emotions can be
insufficient, and simplistic empathetic responses such as
"I am so sorry to hear that" may not adequately address
the users’ deeper needs for emotional support.

At the core of our emotional well-being, as outlined
by Maslow’s hierarchy of needs (Gorman, 2010), lies the
necessity for love, belongingness, and acceptance. This
layer underscores the significance of interpersonal rela-
tionships and the inherent human desire to be valued
and accepted by the community. It is within this con-
text that conventional SDSs responses frequently fail to
provide genuine emotional support. A more personal-
ized approach, such as acknowledging a user’s feelings
with affirmations like "It is okay for you to feel this way,"
can significantly enhance the interaction by validating the
user’s emotional experience.

Motivated by the significant impact of emotional val-
idation on user experiences, the author explored a psy-
chotherapeutic communication technique known as vali-
dation, which involves recognizing, understanding, and
acknowledging the emotional states, thoughts, and ac-

tions of others. This investigation led to an analysis of
validating responses within a human-human emotional
story spoken-dialogue corpus (Pang et al., 2023). Build-
ing on this, the author utilized the theory of levels of
validation (Linehan, 1997) to develop a system capable
of generating appropriate responses in attentive listening
settings. This system has demonstrated its effectiveness
in enhancing emotional expressiveness in both written
and spoken dialogues (Pang et al., 2024).

By integrating these validation techniques into human-
robot interaction systems, the author aims to meet the in-
herent human need for emotional support, thereby laying
a foundation for trust and rapport through meaningful so-
cial dialogue. Ultimately, the author hopes to transform
the SDSs from a simple interactive tool into a compan-
ion AI that, like a family member or friend, builds lasting
relationships and fosters genuine rapport.

1.2 Social Embodied Conversational Agents (ECAs)

Social Embodied Conversational Agents (ECAs) form
the core of the author’s research endeavors, aimed at
deepening the interaction between humans and SDSs in
ways that closely mirror human social behaviors. This
research encompasses a variety of ECAs—including au-
tonomous androids, virtual agents, and teleoperated hu-
manoid robots—each designed to simulate nuanced so-
cial interactions. The author focuses on developing these
agents to incorporate sophisticated verbal exchanges as
well as expressive non-verbal communication, such as
facial expressions and body language, enhancing their
ability to engage in lifelike social interactions. With the
assistance of ECAs, interaction experiences can be sig-
nificantly enriched through both verbal and non-verbal
behaviors. For instance, virtual agents can display dy-
namic facial expressions onscreen, while physical robots
can provide tangible interactions through touch and re-
sponsive gestures or body movements.

Another focus is on the capability of these social ECAs
to adapt to everyday social environments. For example,
an agent might initiate a light-hearted discussion about
a common hobby or a shared interest observed in the
user’s environment, thereby fostering a more engaging
and personalized interaction. This approach underscores
the importance of context-aware communication in en-
hancing interaction quality and integrating these tech-
nologies more seamlessly into human social spheres.

The author’s research is specifically aimed at investi-
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gating how these interactions, particularly in providing
emotional support during personal exchanges like prob-
lem or worry sharing, can enhance the user experience in
social settings. This targeted exploration seeks to deter-
mine how ECAs can augment SDS to offer more natu-
ral and human-like experiences, focusing on acute emo-
tional support and establishing prolonged social relation-
ships. This nuanced approach aims to refine the integra-
tion of ECAs in scenarios where empathetic engagement
is crucial, optimizing the balance between effective sup-
port and efficient interaction.

2 Spoken dialogue system (SDS) research

In the upcoming years, potential SDS research directions
could include advancing the provision of deeper emo-
tional support and examining the evolving social relation-
ships between humans and SDSs.

2.1 Deeper Level of Emotional Support

To achieve a deeper level of emotional support, it is cru-
cial to move beyond the current scope of response genera-
tion and emotion recognition. Present studies either gen-
erate responses or recognize emotions based on isolated
utterances or entire dialogues (Jiao et al., 2019). How-
ever, these approaches fall short of offering true emo-
tional support. Emotional states are not static; they fluc-
tuate dynamically throughout a conversation. Therefore,
current methods that treat emotions as static entities are
inadequate for fulfilling the need for genuine emotional
support.

Moreover, while current response generation methods
can provide a range of supportive responses (Xie and Pu,
2021), they often lack the depth required for meaning-
ful emotional assistance. For instance, when a user faces
difficult times, generic empathetic responses such as "I
am so sorry to hear that" might offer some comfort, but
they are often insufficient. Users may seek more substan-
tial support, such as encouragement or validation, which
requires a strategic selection of responses tailored to the
specific context and emotional state. Current response
generation methods fail to address this need, as they fo-
cus on producing responses rather than strategically se-
lecting the most appropriate form of support based on the
situation.

Advancing research in this area necessitates an inter-
disciplinary approach, incorporating insights from psy-
chology and social sciences alongside engineering and
computational techniques. This broader perspective will
enable the development of SDSs that can genuinely un-
derstand and respond to the dynamic emotional states of
users, providing deeper and more meaningful emotional
support.

2.2 Social Relationship Between Human and SDSs
With the advancement of large language models (LLMs),
a variety of companion-based SDSs, such as Replika and
Character.AI, are emerging in the public domain, prompt-
ing users to form diverse relationships with these AI enti-
ties. Studies have even shown that female users are begin-
ning to develop romantic relationships with characters in
otome games (female-oriented mobile games) (Gong and
Huang, 2023). This phenomenon necessitates a reevalua-
tion of the social relationship between humans and SDSs.
Should these systems be designed to be more human-like
to foster deeper rapport and connection, or should they be
maintained as mere tools?

If we aim to establish more rapport-driven relation-
ships with SDSs, it is imperative to consider the pre-
cautions needed to prevent any negative societal impacts.
Conversely, if SDSs are to be treated solely as tools, we
must find a balance between enhancing their human-like
qualities and retaining their utility as functional assis-
tants. Addressing these questions is essential as we navi-
gate the evolving landscape of human-AI interaction.

Examining these dynamics requires a multidisciplinary
approach, integrating insights from psychology, ethics,
and technology. This comprehensive perspective will en-
sure that the development and deployment of SDSs pro-
mote positive outcomes and mitigate potential risks asso-
ciated with their increasing human-like presence in users’
lives.

3 Suggested topics for discussion
The author would like to propose the following topics for
discussion.

• Should SDSs incorporate human negative traits to
achieve a higher level of human-likeness?

• Should SDSs be designed to build rapport or even
romantic relationships with humans?

• How should SDSs be designed to balance between
providing support and avoiding emotional depen-
dency?
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