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Abstract
Machine Translation (MT) of Arabic-script
languages presents unique challenges due
to their vast linguistic diversity and lack of
standardization. This paper focuses on the
Lebanese dialect, investigating the effec-
tiveness of Large Language Models (LLMs)
in handling culturally-aware translations.
We identify critical limitations in existing
Lebanese-English parallel datasets, partic-
ularly their non-native nature and lack of
cultural context. To address these gaps,
we introduce a new culturally-rich dataset
derived from the Language Wave (LW)
podcast. We evaluate the performance of
LLMs: Jais, AceGPT, Cohere, and GPT-
4 models against Neural Machine Trans-
lation (NMT) systems: NLLB-200, and
Google Translate. Our findings reveal
that while both architectures perform simi-
larly on non-native datasets, LLMs demon-
strate superior capabilities in preserving
cultural nuances when handling authentic
Lebanese content. Additionally, we vali-
date xCOMET as a reliable metric for eval-
uating the quality of Arabic dialect trans-
lation, showing a strong correlation with
human judgment. This work contributes
to the growing field of Culturally-Aware
Machine Translation and highlights the im-
portance of authentic, culturally represen-
tative datasets in advancing low-resource
translation systems.

1 Introduction
The Arabic script, known for its use in writ-
ing Modern Standard Arabic (MSA), is used
by hundreds of millions of people worldwide
across a diverse range of languages, including
Arabic dialects, Abjad, and Ajami languages.
Arabic-script languages share several key char-
acteristics, including a rich cultural context,
idiomatic expressions, and frequent use of re-
ligious and poetic references. These features

Figure 1: Example of the translation of the
Lebanese idiom ݁٭؇ّި) ۰༟ިگޚৎ (ا৵ৠ؇م by a human
translator compared to GPT-4o

make translation particularly challenging, as
they require not only linguistic accuracy but
also cultural sensitivity. This paper focuses
on Lebanese Arabic, a prominent dialect spo-
ken in the Levant region, that exemplifies the
script complexities, with its unique cultural ex-
pressions and idioms.

However, the predominantly spoken nature
of dialects, coupled with their lack of stan-
dardized spelling and grammar, presents a
significant challenge for Machine Translation
(MT) due to the scarcity of culturally repre-
sentative datasets needed to develop effective
translation models. The few available paral-
lel Lebanese/English data suffer from many
limitations, including the predominance of for-
eign source languages in existing corpora (Kru-
biński et al., 2023) (Bouamor et al., 2018)
(team et al., 2022), which may not accurately
capture the nuances of the Lebanese culture.

Recently, Decoder-only Large Language
Models (LLMs) such as chatGPT1, Claude2,
and LLaMA (Touvron et al., 2023) have
demonstrated notable success across various

1https://chatgpt.com/
2claude.ai
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NLP tasks, including translation, particu-
larly for widely used languages (Jiao et al.,
2023)(Lyu et al., 2023). Recent research has
tackled Culturally-Aware Machine Translation
(CAMT) (Yao et al., 2024) with LLMs and
showed that they exhibit superior capabilities
compared to traditional neural MT systems in
translating cultural content.

In Arabic NLP, little effort was made to
benchmark the performance of LLMs in trans-
lating Arabic dialects. However, these ef-
forts fell short of assessing the full spec-
trum of Arabic-focused LLMs (Kadaoui et al.,
2023)(Alam et al., 2024). Furthermore, Ex-
isting Arabic dialect evaluation benchmarks
such as LAraBench (Abdelali et al., 2023),
SADID (Abid, 2020) and AraDICE (Mousi
et al., 2024) rely primarily on translated En-
glish content, rather than authentic dialectal
resources. This limitation extends beyond iso-
lated cultural elements to the entire linguistic
system, including culturally embedded gram-
mar, vocabulary, and idioms. Figure 1 shows a
failed attempt of GPT-4o to translate the cul-
tural Lebanese idiom ”el-hamem el-maa’toua’a
maytu” ݁٭؇ّި) ۰༟ިگޚৎ (ا৵ৠ؇م , which means ”It’s
Chaos”. GPT-4o instead literally translates
it to ”a bathroom with no water supply”. The
field’s dependence on translated data under-
scores the urgent need for developing authen-
tic, culturally-aware datasets that capture the
true complexity of Arabic dialectal variations.
Appendix B provides a more comprehensive
overview of previous research in this domain.

Moreover, the evaluations of translation
tasks for Arabic dialects depend mainly on sta-
tistical metrics like the BLEU score, despite
substantial evidence showing its limitations in
evaluating fluency and meaning compared to
neural metrics such as xCOMET(Kocmi et al.,
2024)(Lee et al., 2023).

More specifically, in this work, we aim to
answer the following questions:

1. Do existing Lebanese-English datasets ac-
curately reflect translation quality, given
their English origins and limited Lebanese
cultural context?

2. Do LLMs and encoder-decoder models
perform equally across all datasets, or
do they struggle with culturally rich
datasets?

3. Which performs better in translating Ara-
bic dialects: LLMs or translation NMT
models?

To this end, we review the few existing
parallel Lebanese/English datasets and criti-
cally assess their shortcomings. We then in-
troduce our new curated dataset from the
Language Wave (LW) podcast, a collection
of culturally rich Lebanese content, and we
demonstrate how this dataset effectively ad-
dresses the limitations of existing resources
by ensuring cultural authenticity, a trait typ-
ically absent in datasets derived from non-
native sources. Through a comprehensive com-
parative analysis, we evaluate closed-source
Arabic-focused LLMs (Jais (Sengupta et al.,
2023), AceGPT (Huang et al., 2024), Cohere 3)
and the API-based model (GPT-4o4) against
open-source NMT systems (NLLB-200) (team
et al., 2022) and commercial translation ser-
vices (Google Translate), examining their per-
formance on culturally-rich Lebanese content
versus English-derived datasets.

Our key findings demonstrate several signif-
icant insights:

• A systematic analysis reveals a substantial
gap in existing parallel datasets regarding
cultural representation.

• While Arabic-focused LLMs and encoder-
decoder models exhibit comparable per-
formance on traditional English-origin
datasets, LLMs remarkably demonstrate
superior performance when processing
culturally-aware datasets.

• Open-source Command-R+ rivals GPT-4o
in cultural translation, promoting accessi-
ble tools.

• We demonstrate the effectiveness of
xCOMET as a reliable evaluation tool to
assess the translation quality from Arabic
dialects to English, with results showing a
high correlation with human judgment.

2 Existing Datasets
Open Subtitles(OS) (Krubiński et al.,
2023): A large dataset containing 120,600 sen-
tences derived from movie subtitles, available

3https://cohere.com/
4https://chatgpt.com/
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in both MSA and English. Researchers manu-
ally translated MSA sentences into Lebanese.
Despite its size, it has significant quality is-
sues stemming from using Modern Standard
Arabic (MSA) as an intermediary language for
translations. In addition, the dataset suffers
from cultural misalignment given its transla-
tion from Western-centric source material. We
refer to this data as OS (Open Subtitles).

MADAR CODA (Bouamor et al.,
2018): A corpus containing 2,000 English
sentences from the Basic Travel Expression
Corpus (BTEC) translated into 26 Arab city
dialects, with expanded coverage of 10,000
sentences for major cities, including Beirut.
While valuable for dialectal variation, the
dataset is limited by its simple sentence struc-
tures and its narrow focus on travel-related
content. The English-sourced translations also
potentially introduce cultural bias, limiting
its effectiveness for culturally-aware machine
translation applications.

Facebook Low Resource (FLoRes)
Corpus (team et al., 2022): A benchmark-
ing dataset containing 3,001 sentences from
Wikimedia projects, professionally translated
into over 200 languages. While broad in lan-
guage coverage, the dataset’s formal content
lacks the informal linguistic features and cul-
tural nuances essential for dialect translation.

Arabic-Dialect/English Parallel Text
(Zbib et al., 2012): A substantial cor-
pus developed through collaboration between
Raytheon BBN Technologies, LDC, and Sakhr
Software, containing 3.5 million tokens of Ara-
bic dialectal content with English translations,
focusing on Levantine and Egyptian dialects.
While potentially valuable, its restricted ac-
cess through LDC has limited its research im-
pact, with no comprehensive quality evalua-
tion existing in the literature.

3 Language Wave Dataset

The development of a parallel Lebanese
Arabic-English dataset addresses critical gaps
in existing translation resources for this di-
alect. Our comprehensive data collection pro-
cess focused on creating an authentic, diverse,
and professionally translated corpus that effec-
tively captures the nuances of Lebanese Ara-
bic while providing professional English trans-

lations. Through careful curation of Lebanese
media sources, we prioritized maintaining cul-
tural relevance and linguistic authenticity, en-
suring the dataset would serve as a valuable
resource for both academic research and prac-
tical applications.

We identified the ”Language Wave” pod-
cast5 as an invaluable resource in preserv-
ing cultural content. This podcast, with
its slogan ”Learn Lebanese Arabic with
transcribed podcast: episodes explor-
ing Lebanon and its people”, offers au-
thentic content that covers various topics
and language concepts, designed to enhance
Lebanese Arabic skills in active listening, read-
ing, vocabulary, and cultural context knowl-
edge. Through collaboration with the ”Lan-
guage Wave” podcast, we developed a com-
prehensive dataset encompassing 95 episodes,
which resulted in 2,947 Lebanese sentences
professionally translated into English. The
podcast’s colloquial style effectively mirrors
everyday Lebanese Arabic conversations and
mimics authentic, colloquial Lebanese Arabic.
We refer to our Language Wave dataset
as ”LW”.

4 Linguistic Analysis
LW dataset exhibits several distinguishing
characteristics when compared to MADAR,
FLoRes, and OS. The most significant at-
tribute is data authenticity among others.
While the aforementioned datasets are trans-
lated from foreign sources, LW is uniquely
crafted by professional translators, ensuring a
high degree of linguistic fidelity. To highlight
the distinctive features of the LW dataset, we
conduct comprehensive analyses, the results of
which are presented in Figure 2.

1. Sentence Length Distribution: Analy-
sis of sentence length distribution reveals
that LW exhibits a more balanced spread
across various lengths, indicating a more
natural and varied language usage.

2. Domain Distribution: We compiled
a comprehensive lexicon encompassing 8
prominent domains: arts, cuisine, cultural
heritage, geography, language, news, socioe-
conomic life, and travel and tourism. For
5https://languagewave.com/
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(a) Sentence Length Distribution

(b) Domain Distribution

(c) Cultural Awareness

Figure 2: Comparative Data Analysis between
MADAR, FloRes, LW and OS Datasets based
on three criteria: Domain Distribution, Cultural
Awareness, and Sentence Length distribution.

each dataset, we calculated the frequency
of domain words. LW demonstrates robust
representation in critical categories such as
cuisine, cultural heritage, and geography.
Notably, MADAR exhibits a bias towards
the travel and tourism domain, while OS
shows the least richness across all domains,
potentially due to its nature as movie subti-
tles. This distribution underscores the rich
diversity inherent in our dataset.

3. Cultural Awareness: To quantify this
crucial characteristic, we employed a Cul-
tural Awareness metric, inspired by the
work in (Naous et al., 2023) to assess the
cultural awareness of LLMs. We selected
five domains D = d1, ..., d5 where d1 =
”Food”, d2 = ”male names”, d3 = ”female
names”, d4 = ”beverages”, and d5 = ”lo-

cations”. For each domain di ∈ D and
dataset X, we calculated the frequency of
Arab terms (fA) and Western terms (fW )
through exact string matching. The Cul-
tural Awareness Score (CAS) for each do-
main is defined as:

CAS(di) =
fA(di)− fW (di)

fA(di) + fW (di)
∈ [−1, 1] (1)

where fA(di) and fW (di) represent the fre-
quency of Arab and Western terms re-
spectively in domain di. The results
demonstrate that LW consistently achieves
high positive CAS values for all categories,
particularly excelling in name recognition
(both male and female) and locations. This
exceptional performance distinctly sets LW
apart, indicating its superior ability to cap-
ture nuanced cultural context.
CAS as a Cultural Benchmark : The
Cultural Awareness Score (CAS) provides
an initial benchmark for quantifying cul-
tural representation in linguistic datasets,
while simultaneously acknowledging the in-
herent complexities of cultural linguistic
analysis. Although the metric employs a
binary classification of Arab and Western
terms, its primary value lies in establish-
ing a structured methodology for examining
cultural nuances in low-resource datasets.
To enhance the metric’s adaptability, a
great approach is to add on the Arab terms
we have by collaborating with linguistic ex-
perts who can provide comprehensive com-
pilations of region-specific expressions, id-
ioms, and cultural references that might
otherwise be overlooked in standard linguis-
tic analyses. This approach allows for po-
tential adaptation to other language con-
texts by leveraging expert knowledge in cul-
tural linguistics, and translation studies.

5 Quantitative Analysis
The core question guiding our analysis is the
following: How proficient are translation
models in producing translations that
preserve cultural nuances and context?

To address this question, we leverage our
Lebanese culturally-aware dataset, Language
Wave (LW), to assess the translation per-
formance of both decoder-only and encoder-
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Non-native Culturally-Aware
FLoRes OS MADAR LW

NLLB-3.1B 0.88463969 0.87022187 0.86595088 0.63533914
NLLB-moe-54B 0.89736591 0.92584903 0.88523401 0.65198355
Google-Translate 0.92879412 0.92916107 0.88343378 0.66453003
Jais-13B 0.84704429 0.84447611 0.88901745 0.70714775
Jais-adapted-70B 0.89354683 0.92794033 0.91857263 0.75139506
AceGPT-7B 0.79234672 0.81954603 0.82858921 0.66264395
AceGPT-70B 0.85027576 0.86379206 0.87928573 0.75365206
Aya32-8B 0.87830721 0.90754499 0.87050557 0.68780926
Aya-expanse-32B 0.90185826 0.91843578 0.89275793 0.75132963
Command-R+ 0.92475206 0.92651753 0.92847502 0.80957264
GPT-4o 0.93451795 0.93367150 0.92774067 0.79337348

Table 1: Comparative assessment of translation quality across encoder-decoder architectures (NLLB,
GoogleTranslate) and Large Language Models (Jais, AceGPT, Cohere, GPT-4o). The analysis spans
three established non-native benchmarks (FLoRes, MADAR, OS) and our culturally-aware LW dataset,
measuring xCOMET scores between reference and generated translations.

decoder models. Additionally, we compare
their performance when translating three
non-native datasets — FLoRes, MADAR,
and OS. For evaluation, we conducted a
thorough correlation analysis in section 7.
Our results show that xCOMET shows the
highest correlation with human judgment.
Hence, we adopt in this work xCOMET-10.7B
as our evaluation metric.

MT systems in Comparison: We evaluate
the following MT systems:
• NMTs: We evaluate the state-of-the-art

multilingual NLLB models: NLLB-3.1B
and NLLB-moe-54B. We also use the
Google-Translate engine in our comparison.

• LLMs: We examine the following Arabic-
focused open-source models: Jais-13B,
Jais-adapted-70B, AceGPT-7B, AceGPT-
70B, in addition to the multilingual open-
source Cohere models: Aya23-8B, Aya-
expanse-35B and Command-R+-104B. Fi-
nally, we used the closed API-based GPT-
4o model. More details about the models
are available in Appendix A.
Experimental Results: For decoder-only

models, we prompted the model as follows:
”You are a professional translator, translate
the following sentence from Lebanese to
English: Input: {sentence}”. In this study,
we focused solely on zero-shot prompting

for LLMs and used encoder-decoder models
without fine-tuning. This approach was
chosen to evaluate the innate capability of
these models to comprehend and translate
culturally rich and nuanced content without
relying on task-specific training.

The second question we aim to answer in
this analysis is: How do the performance
of LLMs and encoder-decoder models
compare, when handling culturally-
aware content? Our analysis reveals
intriguing patterns: for content derived from
Western cultures (MADAR, FLoRes, OS),
both architectures demonstrate comparable
performance, with encoder-decoder models
like NLLB-moe-54B and Google-Translate
achieving scores that occasionally surpass
decoder-only models like Jais-adapted-50B,
Command-R+. However, a notable diver-
gence emerges when handling culturally
rich Lebanese content. LLMs consistently
outperform NLLB and Google-Translate
on culturally-aware datasets. While Jais-
adapted-70B and Command-R+ maintain
scores in range (0.75-0.8) on LW’s cultural ex-
amples, encoder-decoder models’ performance
drops significantly to a range of around 0.65.
These findings suggest that the architectural
advantages of LLMs may be particularly
valuable for preserving cultural nuances in
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translation, though further research is needed
to fully understand this phenomenon. In ad-
dition, our analysis reveals a clear correlation
between LLM size and translation quality,
as measured by xCOMET scores. Larger
models like Jais-adapted-70B, AceGPT-70B,
and Command-R+ consistently outperformed
their smaller counterparts. Notably, the 104B
Command-R+ achieved comparable results to
GPT-4, even exceeding it on the LW dataset.
These findings suggest promising opportuni-
ties for developing accessible, high-quality
cultural translation tools.

6 Qualitative Analysis

To complement our quantitative findings, we
conducted a qualitative analysis focusing on
four distinct aspects of Lebanese-English cul-
tural translation: 1) cultural understand-
ing, 2) linguistic complexity, 3) id-
iomatic language, and 4) Ambiguity
in translation. We tested the transla-
tion of Lebanese expressions on four differ-
ent models. For encoder-decoder models, we
chose Google-Translate. For LLMs, we tested
the closed GPT-4o model, the multilingual
Command-R+-104B, and the Arabic-focused
Jais-adapted-70B. Some of these examples are
highlighted in figures 3-6 in Appendix D.

Cultural Understanding: Our initial
analysis examined terms that represent var-
ious aspects of Lebanese culture, including
religious references, social customs, and tra-
ditional practices. A notable example, shown
in Figure 3, involves social custom phrases
such as ”katb el-kteb” ا൞ശܳ؇ب) ,(܋ٺص denoting
the formal marriage contract announcement,
”el-mokaddam” ,(اৎگڎم) referring to the bride’s
initial dowry, and ”el-moa’khar” (රඝ؊ৎا), in-
dicating the deferred dowry allocated to the
bride in case of divorce. While Google Trans-
late employed a literal translation approach
that failed to convey cultural significance,
LLMs exhibited enhanced comprehension of
cultural nuances, with Command-R+ demon-
strating exceptional translation accuracy that
surpassed even GPT-4o. Furthermore, we
tested the models’ cultural understanding on
the Lebanese term ”el-sett el-marje’youniye”
(۰ਃިݠۏأ٭ৎا ,(اܳފب which translates to ”the
lady from Marje’youn”- ”el-marje’youniye”

(۰ਃިݠۏأ٭ৎا) is an adjective derived from the
Lebanese village noun ”Marje’youn” .(ਵਦۏأ٭ިن)
We notice that Command-R+ was able to
convey this meaning in its translation, while
also preserving the tone of respect by trans-
lating (اܳފب) to ”lady” rather than ”woman”.

Linguistic Complexity: To assess lin-
guistic complexity, we extracted challenging
sentences from a Lebanese vocabulary text-
book, focusing on grammatical structures
and vocabulary unique to the Lebanese
dialect. This analysis revealed that while
models could effectively handle basic dialec-
tal variations, they encountered difficulties
with unique Lebanese vocabulary. A par-
ticularly illustrative challenge emerged in
the translation of ”Lebanized” verbs (non-
Semitic verbs that have been morphologically
adapted to Lebanese linguistic patterns).
Figure 4 presents the example of such a
verb- ”mdapras” ,(݁ڎߑߵس) which means ”got
depressed.” Furthermore, Lebanese Arabic
is characterized by distinctive terms that
often carry subtle contextual implications. As
demonstrated in Figure 4, the term ”anja’”
(؊ຶأ) emphasizes a narrow escape or marginal
success, typically carrying undertones of
fortunate timing. While Google Translate
failed to convey the meaning accurately,
LLMs performed significantly better, with
Command-R+ particularly successful in
capturing the subtle undertones, translating
(؊ຶأ) as ”barely managed” rather than ”man-
aged.” Similarly, the Lebanese term ”yestefil”
(لݱޚڰܭ) conveys indifference or detachment
regarding another person’s situation or deci-
sion, often implying personal responsibility
for consequences and carrying a tone of
irritation. While Google Translate struggled
significantly with this term, LLMs demon-
strated superior comprehension. Notably,
while GPT-4 incorrectly translated this term
as ”suit yourself,” Jais and Command-R+
provided more accurate translations with
”Let him be.”

Idiomatic Language: Our third analysis
examined the use of Lebanese idioms, with
particular attention to everyday expressions.
A representative example shown in Figure 5
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is ”ana bi wadi w inti bi wadi” ًިادي) ॷड़रᎂو ًިادي
,(أَ؇ literally meaning ”I am in a valley and
you are in a valley”. This phrase is used to
indicate a significant disconnect between two
parties’ perspectives and is often translated
literally by Google Translate, resulting in the
loss of its cultural significance. Similarly, the
idiomatic expression ”hases hali metl la’trach
bzaffe” ً؇ෑෂڣ۰) اޗݠش ݁ٺܭ ሒᇿ؇༡ ༡؇ݿݴ ), literally
translates to ”I feel like a deaf person in a
wedding ceremony”, but usually means ”I feel
out of place”. Note that LLMs are usually able
to describe situations where an idiom is used,
which opens horizons for exploring different
prompting techniques that can guide LLMs
to translate culturally-aware expressions.

Ambuiguity: Translation in Arabic and
Abjad scripts can be ambiguous due to the ab-
sence of diacritics, which leaves words open to
multiple interpretations based on context. Ad-
ditionally, using adverbs connected to verbs
can alter meaning subtly, making it difficult
for machine translation systems to capture
their intended use. Examples of ambiguous
translations are shown in Figure 6. The Ara-
bic word ,(܋ٺྟب) can be transcribed based on
diacritics as ”katabet” or ”katabit”, meaning
”I wrote” or ”she wrote”, depending on the
context. Another example is the reference to
an adverb; the expression ”el-walad wa’aa’ a’n
lkersi fankasaret e’jru” اරජو) ڣٷܝཏت ང୍ଲܳـ ݆
وڢؕ ᄴᄟިܳا ), translates to ”The boy fell from the
chair and he broke his/its leg”. Despite strate-
gic attempts to disambiguate these terms and
provide contextual clarity, both Google Trans-
late and LLMs failed to provide correct trans-
lations.

Our comparative analysis of Lebanese-
English translation models reveals a clear
hierarchy in translation capabilities, with
Command-R+ and GPT-4o consistently out-
performing other models across cultural, lin-
guistic, and idiomatic dimensions, while tra-
ditional encoder-decoder models like Google
Translate showed significant limitations and
often fail to capture cultural significance. De-
spite the clear advantage of LLMs, they still
struggle in many scenarios, especially in id-
iomatic and ambiguous settings.

7 Cultural Translation Landscapes

Our methodological approach for Lebanese
dialect translation provides a framework for
addressing challenges in low-resource lan-
guages, especially those using Arabic scripts,
given the common linguistic challenges they
face, including diacritization, lexical ambigu-
ity, and preserving culturally embedded ex-
pressions.(Ishaku et al., 2020).

Another common challenge is the lack
of carefully curated, culturally-rich datasets.
A few notable examples include the Cur-
ras+Baladi dataset(Haff et al., 2022), which fo-
cuses on translating authentic songs and blog
posts for the Levantine dialect. Efforts were
also made to collect such datasets in Egyp-
tian (Al-Sabbagh, 2023). Furthermore, the
Boston University research project on Ajami
Literacy, supported by the National Endow-
ment for the Humanities, has made significant
strides by digitizing manuscripts in four West
African languages (Hausa, Mandinka, Fula,
and Wolof), providing transcriptions, transla-
tions, and multimedia resources (Ngom et al.,
2023). Despite these efforts, existing linguis-
tic resources remain insufficient to comprehen-
sively address the complexities of translating
Arabic-script languages.

Building upon our analysis of Lebanese di-
alect translation, this study made an addi-
tional effort to explore some of the linguis-
tic commonalities across other Arabic-script
languages, with a specific focus on Hausa
and Wolof Ajami languages. Our analysis
concentrates on the nuanced translation of
idiomatic expressions, culturally specific ter-
minology, and religious lexicons. Compara-
tive translation examples for both Hausa and
Wolof from GPT-4o and Google Translate, are
detailed in Appendix D and illustrated in Fig-
ures 7-10, providing a comprehensive examina-
tion of challenges inherent in these culturally-
rich low-resource languages. All examples are
taken from resources in (Ngom et al., 2023).
Similarly to Lebanese, preliminary findings on
Hausa and Wolof reveal that LLMs demon-
strate notable limitations in accurately inter-
preting cultural expressions, though they ex-
hibit marginally superior performance com-
pared to Google Translate. These results un-
derscore the critical need for further compre-
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hensive linguistic analysis that moves beyond
mere lexical conversion to a more profound un-
derstanding of cultural meaning-making pro-
cesses.

8 Metric Correlation Analysis

Machine translation evaluation relies on
numerous established metrics, each with its
own strengths and methodologies. While
learned neural metrics like COMET(Rei et al.,
2022) and BERTScore (Zhang et al., 2019)
have demonstrated superior correlation with
human judgment compared to traditional
metrics like BLEU (Kocmi et al., 2024)(Lee
et al., 2023), the latter is still widely used
in Arabic NLP. To evaluate the effectiveness
of different automatic metrics for Lebanese
dialect to English translation, we conducted
a correlation analysis with human judgment.
The experiment was designed to balance
between rigor and resource constraints.

Metrics to evaluate: BLEU(Papineni
et al., 2002), BERTScore(Zhang et al., 2019),
COMET(XLM-R Large)(Rei et al., 2022),
and xCOMET-10.7B(Guerreiro et al., 2023).
More details are provided in Appendix C.1.

Dataset: We conducted a human evalu-
ation study using 150 sampled sentence pairs
from our Lebanese Arabic (LW) dataset. The
sample was strategically selected to ensure
authentic Lebanese content and balanced
representation across various linguistic phe-
nomena and complex grammatical structures,
as well as diverse domain topics. For our
evaluation, we chose to focus on translations
generated by the Aya23-8B model. This
decision was motivated by our aim to obtain
meaningful human ratings across the full spec-
trum of translation quality (good, acceptable,
and poor). While models like GPT-4o6 and
larger architectures such as Command-R+7

typically produce high-quality translations,
and NLLB-1.5B(team et al., 2022) often
contains numerous errors, Aya23-8B generates
translations with sufficient variation in quality
to facilitate nuanced human evaluation.

6https://chatgpt.com/
7https://dashboard.cohere.com/playground/chat

Human Annotation Guidelines: The
translations of the 150 sentences were sub-
sequently subjected to human assessment
to evaluate their quality. Three bilingual
annotators, fluent in both Lebanese dialect
and English, evaluated each translation. The
annotation process and the scoring rubric are
provided in Appendix C.2.

Correlation Analysis: We calculated
Krippendorff’s alpha to measure the agree-
ment between annotators. The threshold for
acceptable agreement was set at α ≥ 0.6, indi-
cating substantial agreement.

For each metric, we calculated:
• Pearson correlation coefficient (r) for lin-

ear correlation
• Spearman correlation coefficient (ρ) for

monotonic correlation
• Statistical significance (p-value < 0.05)

The results of our assessment, presented in Ta-
ble 2, reveal significant variations in metric
performance. BLEU demonstrates the weak-
est alignment with human judgment, exhibit-
ing minimal correlation coefficients (r = 0.098,
ρ = 0.074). In contrast, xCOMET achieves
a substantially higher correlation with human
evaluations (r = 0.606, ρ = 0.631), indicat-
ing its superior reliability as an automatic
evaluation metric. These findings underscore
the comparative advantage of neural-based
metrics, particularly COMET and xCOMET,
over traditional approaches. Notably, the
stronger performance of xCOMET compared
to COMET may be attributed to its en-
hanced interpretability and larger model ca-
pacity. Furthermore, the results empirically
demonstrate the limitations of BLEU as a reli-
able metric for translation quality assessment
in this context.

Metric r ρ p

BLEU 0.098 0.074 0.0336
BertScore 0.492 0.430 0.0000
COMET 0.523 0.461 0.0000
xCOMET 0.606 0.631 0.0000

Table 2: Correlation coefficients (Pearson’s r and
Spearman’s ρ), measuring alignment between hu-
man scores and automated metrics
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9 Conclusion

Unlike existing datasets derived from trans-
lated foreign sources, we curated, in this work,
the Language Wave (LW) dataset that cap-
tures the nuances of colloquial Lebanese Ara-
bic. Our linguistic analysis demonstrates LW’s
superior cultural richness, providing a resource
that potentially aids the development of cul-
turally sensitive AI applications.

Furthermore, our analysis reveals a striking
disparity in model performance between non-
native/translated and culturally-rich content,
highlighting the inadequacy of current evalu-
ation approaches for handling culturally nu-
anced content. In addition, we show the sub-
stantial performance gap between LLMs and
encoder-decoder models when translating cul-
turally relevant Lebanese content. While tra-
ditional encoder-decoder models often default
to literal translations that fail to capture cul-
tural significance, LLMs are usually better at
finding cultural alternatives.

A comprehensive qualitative analysis of id-
iomatic expressions, cultural semantics embed-
ded in Lebanese Arabic, and the inherent lin-
guistic ambiguity of Arabic scripts highlights
the complexity of translating Lebanese, a lan-
guage deeply rooted in its culture. Finally, we
demonstrate how this analysis can be adapted
to other Arabic-script languages that share
similar linguistic and cultural characteristics.

10 Limitations and Future Works

The current study presents some limitations.
We evaluated LLMs only in a zero-shot set-
ting, while there is a promising potential for
exploring more sophisticated prompting tech-
niques to enhance LLMs translation perfor-
mance. The use of xCOMET score as an eval-
uation metric also can present limitations due
to its Western-centric training data, indicat-
ing the need for more culturally appropriate
evaluation methodologies, potentially through
human evaluation or LLM-based assessment.
While conducting the human assessment, we
did not explicitly give instructions to score the
fidelity of preserving cultural terms, and id-
ioms in translation. While qualitative analy-
sis provided valuable insights, a more compre-
hensive human evaluation remains an area for
further exploration. Furthermore, while the

Language Wave dataset represents a signifi-
cant step forward, it does not fully capture the
regional dialectal variations within Lebanon,
and significant challenges remain in developing
robust culturally-aware translation data, and
accurately benchmarking these datasets. Fi-
nally, resource constraints limited our model
evaluation scope, leaving several prominent
multilingual LLMs untested, including Claude,
LLaMA, and ALLaM (Bari et al., 2024).

The results of this work suggest that the
path forward for the translation of Arabic-
scripts low-resource languages may lie not just
in scaling existing architectures, but in fun-
damentally rethinking how we approach cul-
tural preservation, through the careful cura-
tion of culturally authentic training data and
the potential advantages of open-source LLMs
for handling culturally nuanced content. By
demonstrating in this paper some of the lim-
itations that LLMs face in translating Ajami
scripts, we pave the way for the research com-
munity to explore the interplay between lin-
guistic diversity and cultural preservation in
translation.
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A Translation Models

Jais: MBZUAI introduced the largest openly
available Arabic language models, known as
Jais ranging from 590M to 70B (Sengupta
et al., 2023), which quickly captured the
attention of the Arabic research community.
These models were built based on the GPT
architecture and pre-trained using a blend of
English and Arabic datasets, making them
ideal candidates for the translation task.
However, Jais’s primary limitation lies in its
heavy reliance on translated datasets, driven
by the scarcity of high-quality Arabic datasets.
Notably, this reliance on translated data can
introduce ”localization issues,” potentially
undermining the reliability and applicability
of the models in native contexts, specifically
in the translation of cultural content. (Huang
et al., 2024) have observed an apparent bias in
Jais, and showed that Jais produced outputs
with a notable inclination toward English-
centric content, frequently emphasizing terms
associated with Christianity, for instance.

AceGPT: Decoder-only models built
on top of LLaMA2, ranging from 7 billion
to 70B billion(Liang et al., 2024)(Huang
et al., 2024). Developers of AceGPT tried to
address the challenge of Arabic localization
and cultivate culturally and value-aligned
Arabic LLMs capable of accommodating the
diverse, application-specific needs of Arabic-
speaking communities. They delved into the
critical necessity and the methodology behind
creating a localized Large Language Model
specifically tailored for the Arabic language,
which possesses distinct cultural traits that
aren’t adequately accommodated by current
open-source mainstream models. Their main
contribution was in using Reinforcement
Learning with AI Feedback (RLHF) to align
the model’s responses with the cultural and
value norms of Arabic-speaking communities.
GPT4 was used to rank answers based on how
well they represent Arabic values. Nonethe-
less, the Arabic localization challenge persists.
The pool of prompts that Arabic users will use
is pretty much different than the one used by
English speakers, and it should predominantly
reflect the queries of Arab users, which would
inherently carry more cultural relevance.
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Cohere Models: The Aya initiative,
developed by CohereAI, seeks to bridge the
gap between multilingual and monolingual
model performance. Most promising multilin-
gual Aya models are Aya23 and Aya-expanse
which ranges from 8B to 33B parameters and
cover 23 languages. Since its inception two
years ago, the Aya project has involved a
participatory research effort with over 3,000
contributors from 119 countries, fostering
the development of culturally-aware AI. This
collaboration has produced the largest multi-
lingual dataset collection to date, consisting
of 513 million examples, alongside comprehen-
sive evaluation sets focused on multilingual
performance and safety. In addition, the
largest model from Cohere is Command-R+,
a 104B parameter model with highly ad-
vanced capabilities, evaluated on 10 languages
including Arabic. Unlike approaches that
rely on translating English instruction-style
datasets—prone to translation biases and loss
of cultural context, Cohere’s methodology
emphasizes human-curated data collected
through the Aya Annotation Platform. This
platform facilitated the creation of the Aya
dataset, which stands as the largest human-
curated multilingual instruction finetuned
dataset, enhancing the model’s ability to
reflect diverse cultural nuances and reducing
the noise and biases typically associated with
automatic dataset curation. As such, Cohere
models are one of the most promising models
to test on cultural understanding, especially
in the translation of low-resource dialects.

NLLB Models: The NLLB (No Language
Left Behind) project(team et al., 2022),
launched by Meta AI in 2022, represents
a significant leap forward in multilingual
machine translation. This family of models
ranging from 560M to 54B, is designed to
support translations across 202 different
language varieties, addressing the need for
more inclusive language representation and
overcoming the limitations that many mod-
els face when working with low-resource
languages. Central to the NLLB project
is its encoder-decoder architecture, which
distinguishes it from large language models
(LLMs) that primarily rely on decoder-only

or transformer-based approaches. Unlike
LLMs which are typically optimized for a
broad range of generative tasks, the NLLB
model’s architecture is specifically tailored to
translation, enabling more precise handling of
input and output sequences. To ensure the
quality of its translations, Meta AI introduced
a comprehensive evaluation dataset called
FLORES-200, which serves as a benchmark
for assessing performance across all supported
languages, and it showed NLLB superiority
compared to existing datasets.

B Related Work

B.1 Benchmarking LLMs for
Translation of
Low-Resource/Dialectal
Languages

The recent surge of Multilingual Large Lan-
guage Models (MLLMs) has sparked a debate
on their effectiveness in machine translation
tasks compared to specialized translation sys-
tems(Xu et al., 2023). Research in (Hendy
et al., 2023) and (Jiao et al., 2023) show that
GPT models can translate effectively with
proper prompting, however, they may strug-
gle with specialized content in certain lan-
guage pairs compared to dedicated translation
services. Furthermore, studies have shown
enhanced translation performance of open-
source LLMs through better prompting, like
self-correction (Feng et al., 2024), Dictionary-
based prompting(Ghazvininejad et al., 2023),
and imitating human-like thinking by splitting
the translation task into small subtasks(He
et al., 2023). Autonomous Agents were also
explored in LLMs(Barua, 2024)

Despite these advancements, the issue of
translating low-resource languages remains
largely unaddressed. Both (Tanzer et al.,
2023) and (Zhang et al., 2024) show that LLMs
are capable of translating a new language that
did not exist in the pre-training data. A paper
that discusses how they leveraged LLMs for
translation of low-resource languages in Saris
(Ondrejová and Šuppa, 2024).
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B.2 Benchmarking LLMs on Arabic
translation

In the domain of machine translation (MT)
from Arabic dialects to English, significant
advancements have been made through the de-
velopment of specialized datasets and the use
of pre-trained Neural networks. Despite these
efforts, the scarcity of parallel corpora for less
common Arabic dialects and English poses a
challenge, with most neural machine trans-
lation systems, including Google Translate,
primarily relying on MSA and English cor-
pora. This approach has proved its weakness,
as evidenced by the authors in (Al-Sabbagh,
2023) who evaluated Google Translate’s per-
formance in the Egyptian dialect. Researchers
in https://aclanthology.org/2024.arabicnlp-
1.24.pdf benchmarked LLaMA3 on NLG
Arabic tasks, including translation of code-
switched arabic dialects to English. (Kadaoui
et al., 2023) focused on evaluating the capa-
bilities of models such as Bard and ChatGPT
across a spectrum of Arabic dialects. They
evaluated NLLB as the supervised baseline,
finding both ChatGPT and GPT-4 able to
outperform this baseline in a zero-shot setting.
Still, this research underscores the challenges
related to dialectal diversity and linguistic
inclusivity of the Lebanese dialect and only
evaluates large closed models. Superior LLMs
like ChatGPT and GPT-4 are only accessi-
ble through restricted APIs, which creates
barriers to new research and advancements
in the field. None of these works focused
on evaluating dialectal MT tasks for Smaller
Arabic language models such as AceGPT and
Jais. (Khondaker et al., 2024) benchmarked
LLaMA3 on NLG Arabic tasks, including
translation of code switched Arabic dialects
to English. (Abdelali et al., 2023) developed
LAraBench, a benchmarking Arabic AI with
Large Language Models, they benchmarked
on the AraBench. Likewise, (Abid, 2020)
developed the SADID benchmark for evalu-
ating Arabic dialects. However, they asked
people what are the most topics they speak in
their dialect, and they selected sources from
Wikipedia in English, and then translated
them. however, they chose English as the
language of our source sentences instead of
MSA so as not to bias our translations.

B.3 LLMs and cultural-awarness

Translating culture-related content is vital for
effective cross-cultural communication. Re-
cent research has benchmarked machine trans-
lation for cultural awareness (Yao et al., 2024)
and demonstrated that Large Language Mod-
els (LLMs) exhibit superior capabilities com-
pared to traditional neural MT systems in
leveraging external cultural knowledge, es-
pecially for Culturally-Specific Items (CSIs)
translation. In the Arabic language domain,
this challenge is further complicated by dialec-
tal variations and the scarcity of high-quality
datasets. This difficulty hinders the analy-
sis of cultural awareness of machine transla-
tion (MT) systems, including traditional neu-
ral MT and the emerging MT paradigm using
large language models (LLM). Arabic-centric
LLMs like Jais and AceGPT, while showing
promise in Arabic NLP, face limitations due
to their reliance on translated datasets, in-
troducing ”localization issues”(Huang et al.,
2024). Recent initiatives like Dallah(Alwajih
et al., 2024), a dialect-aware multimodal LLM
for Arabic, represent ongoing efforts to bet-
ter accommodate the distinct cultural traits
and dialectal variations that current main-
stream models struggle to capture. Neverthe-
less, some effort have been made to benchmark
LLMs on cultural awareness. (Naous et al.,
2023) measured the cultural bias and LLMs ,
while AraDICE benchmark(Mousi et al., 2024)
was developed to assess LLMs’ cultural aware-
ness and dialect comprehension. Researchers
leveraged MT, specifically from English to
MSA and MSA to dialects, combined with hu-
man post-editing, to develop synthetic bench-
marks for low-resource DA. However, these
evaluation efforts themselves often rely on
translated benchmarks from English to Mod-
ern Standard Arabic (MSA) and subsequently
to dialects, highlighting a persistent chal-
lenge in developing authentic resources for low-
resource Arabic dialects. While current work
on cultural awareness in Arabic dialects pri-
marily focuses on CSIs, the challenge extends
far beyond isolated cultural items to encom-
pass the entire linguistic system - including
verbs, vocabulary, grammar structures, and id-
iomatic expressions that are deeply rooted in
cultural context. Despite dialects being deeply
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rooted in cultural context, the field continues
to rely heavily on translated data due to re-
source scarcity, suggesting a critical need to
redirect efforts toward developing authentic,
culturally-aware datasets that capture the full
richness of Arabic dialectal variations.

C Aligning Metrics with Human
Judgement

In the field of Neural Machine Translation
(NMT), the accurate evaluation of translation
quality remains a critical challenge. While tra-
ditional lexical-based metrics such as BLEU
(Papineni et al., 2002) and CHRF(Popovic,
2015) have been widely used, they often
fall short in capturing the nuanced aspects
of translation quality, particularly seman-
tic equivalence and grammatical correctness.
This limitation has led to the development
of more sophisticated evaluation techniques,
among which xCOMET stands out as a
promising solution.

C.1 Translation Evaluation Metrics
The evolution of machine translation metrics
can be broadly categorized into four main
types:

1. Lexical-based metrics: These in-
clude widely used measures such as
BLEU(Papineni et al., 2002), ME-
TEOR(Lavie and Agarwal, 2007), and
TER(Snover et al., 2006). While these
metrics have been instrumental in the
development of NMT systems, they pri-
marily focus on surface-level similarities
between the machine translation output
and reference translations. Their inabil-
ity to account for semantic equivalence
limits their effectiveness in accurately
assessing translation quality.

2. Embedding-based metrics: These
metrics, such as BERTScore(Zhang et al.,
2019), utilize contextual embeddings to
capture semantic similarities between
translations. By leveraging pre-trained
language models, they offer a more nu-
anced evaluation that considers the con-
text.

3. Supervised metrics: These met-
rics, exemplified by Cross-lingual Opti-

mized Metric for Evaluation of Trans-
lation(COMET)(Rei et al., 2022), are
trained on human judgments of transla-
tion quality. While they show a higher
correlation with human evaluations, their
reliance on labeled data can limit their ap-
plicability to low-resource languages.

4. Interpretable metrics: This emerging
category of metrics aims to provide trans-
parent and explainable evaluations of ma-
chine translations. xCOMET(Guerreiro
et al., 2023) falls into this category, of-
fering significant advantages over previ-
ous approaches. Unlike black-box met-
rics, xCOMET provides detailed insights
into specific translation errors. This gran-
ular approach allows for a more compre-
hensive understanding of translation qual-
ity and pinpoints areas for improvement.
It can also be used for quality estimation
without a reference, reference-only evalu-
ation, or full source-reference-hypothesis
evaluation. This flexibility makes it a ver-
satile tool for various translation assess-
ment needs. By leveraging advanced lan-
guage models and fine-grained error de-
tection, xCOMET achieves a higher corre-
lation with human evaluations compared
to traditional metrics. With models rang-
ing from 3.5B parameters (xCOMET-XL)
to 10.7B parameters (xCOMET-XXL),
xCOMET can be scaled to meet various
computational requirements and evalua-
tion needs.

C.2 Metric Correlation Analysis

Annotation Process: Each annotator in-
dependently rated all 150 translations. An-
notations were collected through a spread-
sheet with source text, translation, and scor-
ing columns. Annotators were instructed to:

1. Read both source and translation care-
fully

2. Consider both accuracy and fluency
3. Apply scores consistently according to

the rubric

Annotation Guidelines: We instructed an-
notators to carefully read and follow the guide-
lines shown in Table 3.
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Score Category Description Examples

5 Very Good • Completely preserves
meaning

• Natural English expres-
sion

• No grammatical errors

• Source: ؟ ّأ݄ܭ ܾ ނި
• Translation: What are you do-

ing?

4 Good • Minor flaws that don’t af-
fect understanding

• Slight unnatural expres-
sions

• Minor grammatical issues

• Source: اଫଊܳد ݆݁ ݁ިت ܾ
• Translation: I am dying from

the cold
• Comment: slightly literal but

acceptable

3 Adequate • Core meaning preserved
• Some unnatural expres-

sions
• Notable but non-critical

errors

• Source: ௧ௌ۱؇ࠍ ނި
• Translation: What is this talk
• Comment: understandable but

unidiomatic

2 Poor • Significant meaning loss
• Major grammatical errors
• Difficult to understand

• Source: َڰَݴَ มฃޚ٭
• Translation: Give me breath
• Comment: literal translation

1 Incomprehensible • Complete meaning loss
• Severe grammatical errors
• Impossible to understand

• Source: ! ًأݥ ݆ ༡ߺࠊّ
• Translation: Sweet each other!
• Comment: completely misses

meaning

Table 3: Translation Quality Assessment Rubric for Lebanese Dialect to English Translation

D Qualitative Examples



130Figure 3: Two examples highlighting the performance of four models: Jais-70B, Command-R+, GPT-4o
and GoogleTranslate in translating Lebanese cultural expressions. The first example contains social terms
used in a Lebanese Wedding, while the second example refers to a Lebanese custom in one village.
Bold: Challenging Lebanese Terms : correct translation : wrong translation
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Figure 4: Three examples showing the performance of four models: Jais-70B, Command-R+ from Cohere,
GPT-4o and GoogleTranslate in translating unique Lebanese linguistic terms. The first example contains
the Lebanese term ؊ຶأ, the second example have the Lebanized word ,(݁ڎߑߵس) while the third example
focuses on the translation of the famous Lebanese word .(لݱޚڰܭ)
Bold: Challenging Lebanese Terms : correct translation : wrong translation
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Figure 5: Two examples focusing on the performance of four models: Jais-70B, Command-R+, GPT-4o
and GoogleTranslate in translating Lebanese idioms. The first example depicts a famous idiom ًިادي ॷड़रᎂو
ًިادي أَ؇ which means ”We’re on different pages”, while the second example shows the proverb ً؇ෑෂڣ۰) اޗݠش
݁ٺܭ ༡؇ݿݴ ) which means ”I feel out of place”.
Bold: Challenging Lebanese Terms : correct translation : wrong translation
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Figure 6: Two examples focusing on the performance of three models: Command-R+, GPT-4o and
GoogleTranslate in translating Lebanese ambiguous expressions. The first example depicts the verb܋ٺྟب
which can either mean ”I wrote” or ”she wrote”, while the second example show the expression اරජو which
can translate into ”his leg” or ”its leg”.
Bold: Challenging Lebanese Terms : correct translation : wrong translation
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Figure 7: Example showing the translation of GPT-4o and Google-Translate for the Hausa expres-
sion ”al’adar mata” ( َ֙ َ ڲ ٱڤո֔درَ ), a cultural term that refers to the women menstruation. The word
”mata”( َ֙ َ (ڲ in Hausa means tradition but when talking about women, it refers to the monthly menstrual
cycle, thus GPT-4o literally translated the expression to ”Women Traditions”.

Figure 8: Example showing the translation of GPT-4o and Google-Translate for the Hausa proverb
”Zamani kowa da na shi”(ِش نَ دَ ټܙاَ زڲոََنِ ) which literally translates to ”Everyone has his reign”. The
proverb is used to mean that nothing lasts forever. It also refers to the fact that each regime comes with
its policies, which will not last forever.
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Figure 9: Example showing the translation of GPT-4o and Google-Transalte of the Wolof expression
”Bind Kamiil”(ِڲڞပَ྾ ॾْْ ), an expression term that refers to the practice of ”writing an entire copy of
the Quran”, before graduating from the elementary level of Quranic education. GPT-4o and Google
Translate fail to acknowledge the cultural relevance of this expression.

Figure 10: Example showing the translation of GPT-4o and Google-Translate for the Wolof term ”Sànc
daara”(دارا ,(ո۰ֿۂ a religious expression that means ”To create a Quranic school”. It is regarded as an
honor in Wolof society and one of the ultimate goals of many Quranic school students. While (ո۰ֿۂ) can
have many meanings clean/establish/save, using دارا) (ո۰ֿۂ together usually refers to building a Qur’anic
school.
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