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Abstract

This paper presents a novel Sentiment Anal-
ysis (SA) dataset in the low-resource Persian
language, including a data augmentation tech-
nique using Generative Adversarial Networks
(GANs) to generate synthetic data, boosting the
volume and variety of data for achieving state-
of-the-art performance. We propose a novel
annotated SA dataset, Senti-Persian, made of
67,743 public comments on movie reviews
from Iranian websites (Namava, Filimo, and
Aparat) and social media (YouTube, Twitter
and Instagram). These reviews are labeled with
one of the polarity labels, namely positive, neg-
ative, and neutral, by humans and later aug-
mented. Our study includes a novel text aug-
mentation model based on GANs. The genera-
tor was designed following the linguistic prop-
erties of Persian linguistics. In contrast, the dis-
criminator was developed based on the cosine
similarity of the vectorized original and gen-
erated sentences, i.e., using CLS-embeddings
of BERT. An SA task was applied on both col-
lected and augmented datasets, for which we
observed a significant improvement in accu-
racy from 88.4% for the original dataset to 96%
when augmented with synthetic data. The senti-
Parsian dataset, including the original and the
augmented ones, can be accessed on GitHub.1.

1 Introduction

Using the World Wide Web allows us to access
the languages we encounter daily. Even though
the Web began as an overwhelmingly English phe-
nomenon, it now contains texts in thousands of
languages (Usa, 2021) (Int, 2012). The ability to
combine prior knowledge with updated information
across thousands of languages and to generate new
patterns based on those languages is the most com-
pelling reason for advancing language processing
(van Kessel et al., 2019).

1https://github.com/engmahsa/Senti-Persian-Dataset

There is a unique opportunity for computational
linguists now, as this field has unprecedented access
to low-resource languages. However, researchers
must act swiftly, as every few days, we lose an-
other language from the face of the Earth due to the
lack of native speakers. This loss is driven by com-
plex political, social, racial, and economic factors.
Thus, we must gather online resources and develop
advanced language models to preserve these disap-
pearing languages. By doing so, we can safeguard
linguistic diversity and ensure that even endangered
languages remain accessible and celebrated in the
digital age (Her and Kruschwitz, 2024) (Tatineni,
2020).

Natural language processing (NLP) and com-
putational linguistics (CL) primarily focus on lan-
guages with large text corpora. Machine learn-
ing (ML) techniques are usually used to train NLP
tools, and lots of languages lack large annotated
corpora for training (Hauer et al.) (Xu et al., 2022)
(ImaniGooghari et al., 2023) (Zhao, 2022). Using
natural language to mine opinions and sentiments
is extremely challenging as it involves understand-
ing how language structures convey explicit and
implicit information in individual words or entire
text (Bhatia et al., 2018) (Liu and Zhang, 2012).

The necessity of this article lies in addressing
the challenges faced by NLP when dealing with
low-resource languages. These challenges arise
due to limited supervised data availability and a
scarcity of native speakers or expert contributions.
To overcome this obstacle, this paper introduces a
data augmentation technique that leverages GANs
to generate synthetic data. Doing so enhances the
volume and variety of available data, which is par-
ticularly advantageous in fields where data acquisi-
tion is costly, such as low-resource languages like
Persian.

This research significantly enhances the capabil-
ities of NLP models for low-resource languages by
introducing innovative methods and datasets. The
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significant challenges we addressed while working
for the low-resourced Persian language are men-
tioned below:

• Increased Data Diversity: This technique gen-
erates new comments by applying transforma-
tions (e.g., synonym replacement, paraphras-
ing) to existing movie reviews. This diversi-
fies the dataset, making the model more robust
to variations in language and context.

• Mitigation of Overfitting: By introducing syn-
thetic examples, data augmentation helps pre-
vent overfitting. It exposes the model to dif-
ferent linguistic patterns, reducing its reliance
on specific training instances.

• Improved Generalization: Augmented data
provides additional context and linguistic vari-
ations. Consequently, NLP models learn more
generalized features, leading to better perfor-
mance on unseen data.

• Addressing Low-Resource Scenarios: In lan-
guages with limited labeled data, augmen-
tation generates synthetic samples, enabling
practical training even when native speaker
contributions are scarce.

• Enhanced Performance: Empirical results of-
ten show improved accuracy and robustness
when applying data augmentation.

This paper contributes the following:

1. A labeled dataset for SA in Persian, Senti-
Persian comprises three types of movie re-
views: positive, negative, and neutral. This
marks the first representation of user movie
reviews in Persian within a dataset of 67,743
entries.

2. A cutting-edge GAN-based text generator is
implemented to augment the comments.

3. In order to determine how accurate the models
can be, resampling techniques are used on the
set for balancing, and then evaluation metrics
are compared.

4. A number of data augmentation methods are
applied, including random insertion, synonym
replacements, and random swaps, which also
affect model accuracy.

Following is the organization of this paper: The
summary of the related articles is included in Sec-
tion 2. The structure of the proposed approach
is described in Section 3. Section 4 presents the
methodology. Section 5 discusses the results of our
research and our plans for the future.

2 Related Work

The ParsiNLU (Khashabi et al., 2021) NLI
database contains 2,700 instances, primarily writ-
ten by native speakers, with some translated from
the MultiNLI dataset (Williams et al., 2018). The
FarsTail dataset, in comparison, has four times
more native sentences than ParsiNLU. FarsTail
uses fewer task-specific human-generated texts to
create more natural-looking sentences. Methods
for transferring knowledge across resource-limited
languages are often employed. Studies like those
by Dashtipour et al. (Dashtipour et al., 2021)
have compared approaches to multilingual SA. Bal-
ahur and Turchi (Balahur and Turchi, 2012) found
that translating training data between languages
from the same family (Italian, French, Spanish)
improves results.

Devlin et al. introduces Text AutoAugment
(TAA), a data augmentation framework for text
classification that uses Bayesian Optimization to
find optimal augmentation policies. TAA outper-
forms manual methods, improving classification ac-
curacy, especially in low-resource and imbalanced
datasets, while reducing the need for prior knowl-
edge and manual tuning. The paper (Karimi et al.,
2021) introduces AEDA, using punctuation inser-
tion, which improves text classification accuracy
and outperforms previous methods like EDA across
multiple datasets.

The article "DeepSentiPers" introduces two deep
learning models, bidirectional LSTM and CNN, for
Persian SA, using three data augmentation tech-
niques to improve classification accuracy in both
binary and multi-class tasks, advancing SA in low-
resource languages (PourMostafa et al., 2020) (Sar-
takhti et al., 2022) enhances Persian relation extrac-
tion on the PERLEX dataset using text preprocess-
ing and augmentation techniques, significantly im-
proving accuracy with ParsBERT (Farahani et al.,
2021) and Multilingual BERT models, addressing
the resource scarcity in Persian NLP.

Mi et al. introduces a method using SMT
and RNN to generate target-side paraphrases, sig-
nificantly improving translation quality for low-
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Figure 1: A flow diagram shows the four major phases
of Senti-Persian’s development: data crawling, prepro-
cessing, data annotation, and label verification.

resource languages tested on various language pairs
(Bornea et al., 2021) introduces machine translation
and adversarial training to enhance multilingual
QA systems, considerably improving cross-lingual
performance over zero-shot baselines by aligning
language-specific embeddings.

The work (Shorten et al., 2021) surveys various
text augmentation techniques, highlighting their
impact on model generalization and performance
in NLP tasks, particularly for limited labeled data,
and emphasizes the need for task-specific strate-
gies to maximize augmentation’s potential. The
article "BnPC: A Gold Standard Corpus for Para-
phrase Detection in Bangla, and its Evaluation"
(Sen, 2023) introduces BnPC, a benchmark Bangla
corpus for paraphrase detection, showing its ef-
fectiveness in improving detection accuracy and
advancing Bangla NLP research.

3 Senti-Persian Dataset

Creating a corpus involves several key steps: gath-
ering, cleaning, annotating, and analyzing data,
each influencing the others (McEnery and Brookes,
2022), (Ste, 2016). For example, analysis can re-
veal issues with annotations or sampling, leading
to improvements and additional data collection.
These steps are often recursive, as adjustments to
annotations and dataset selection may be needed
even after model training. Figure 1 provides an
overview of the process we followed for Senti-
Persian.

3.1 Data Collection

Senti-Persian corpora are built by sampling and fil-
tering based on specific criteria using keywords and
metadata to track sentiment. Among many choices,
we collected data considering factors like time,
location, and user demographics who posted or
commented on movies (Moreno-Ortiz and García-
Gámez, 2023) (Hu, 2016). Furthermore, our text

Figure 2: This figure presents the final results of data
cleaning

selection approaches relied on movie genre, subjec-
tivity, and popularity (Rheindorf, 2019) (Nandwani
and Verma, 2021). Finally, the text selection pro-
cess was constrained using Persian linguistic fea-
tures, such as positive/negative words, intensifiers,
negations, sentiment-laden adjectives, and emojis.

3.2 Text Cleaning

Unlike the Latin alphabet, the Persian alphabet
does not have uppercase or lowercase letters, and
the text is written from right to left. Furthermore,
punctuation in Persian is limited, and many users
need clarification on their proper use in text. There-
fore, the first step in preprocessing is the removal
of punctuation, as it often doesn’t carry essential se-
mantic information. The second step involves elim-
inating numbers, which may not add meaning to
the sentiment depending on the context. In the third
step, emojis that don’t necessarily contribute to the
core meaning of the content are removed. The
fourth step includes the omission of extra spaces
between words or sentences. Finally, as the data is
sourced from web pages, we also observe HTML
tags that are removed. Exceptionally, in this case,
stop words are not removed as every word plays a
pivotal role in preserving the original meaning of
the contents (Lee et al., 2021) (Aut, 2022). Figure
2 presents the details.

3.3 Preprocessing Text Data

Both automatic and manual preprocessing are per-
formed. During the manual phase, ‘typos’ are
eliminated. To discover the appropriate form of
a word, we used the Persian Accessible Dictio-
nary Database (PD). Input texts containing a word
not appearing in PD were considered typos. The
corrected word was substituted for the typo in
PD. For example, in the text

	
Y����K. Q�K
ñ�

	
�����

�
K, the

bolded letters indicate typo errors that must be
corrected. By replacing the particles, it became
Y���K. Q�K
ñ������

�
K. Preprocessing also includes null

value imputation and removing unwanted data.
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Algorithm 1: Majority Voting & Final
Labeling

1 Begin
2 Corpus ← Collection of crawled and cleaned

texts
3 Defined_labels ← [-1,0,1]
4 Final_Matrix()
5 For text in Corpus:
6 tmpLabel = Select From Defined_labels
7 Final_Matrix.append(text, tmpLabel)
8 End

3.4 Annotation Process

Labels for the entire corpus were manually as-
signed based on a majority vote. This involved
defining an annotation scheme, markers, and granu-
larity. In Opinion Mining (OM) and SA, labeling is
challenging due to the need for a standard model.

Ten annotators categorized The collected data
into Positive, Negative, and Neutral. Categorical
and dimensional methods helped define emotions
by grading polarity (positive/negative/neutral) and
arousal. (active/passive). Algorithm 1 outlines the
labeling process.

3.4.1 Guidelines and Process of Marking
This phase involved ten annotators, project man-
agers, and expert reviewers. Annotators labeled
sentiment polarities (positive, neutral, or negative)
for predefined aspects of each sentence, follow-
ing the methodology of (Chakravarthi et al., 2020).
Native Persian annotators received training to en-
sure consistency.The annotation process had three
rounds:

Data was split among five teams for independent
annotation. Results were divided into Sub-Agree
(consistent labels) and Sub-Disagree (disagree-
ments). Sub-Agree data was reviewed, while Sub-
Disagree cases were re-evaluated by the project
manager. Complex cases were handed to expert
evaluators for final decisions.

3.4.2 Annotation Validation
We recruited Persian university students as volun-
teers to handle the tagging process. They reviewed
labels using Google Forms on their computers. In-
formation about their gender, educational back-
ground, and schooling medium was collected for
diversity. Reviewers were warned about potential
hostile language in the comments and instructed

Figure 3: Google form for data annotations by volun-
teers.

to remain unbiased. Each Google Form contained
100 comments (10 per page). Annotators had to
confirm their understanding of the scheme before
proceeding. Figure 3 shows a portion of the Google
Form.

3.4.3 Analysis and Exploitation
OM and SA-labeled datasets are crucial for train-
ing and testing ML tools for emotion classification,
where data quality and quantity considerably im-
pact results. Quality control techniques help detect
errors, and comparing automated and human clas-
sification improves reliability.

Reusable, portable datasets are essential for
emotion-oriented systems, and defining annotation
standards is critical in OM and SA. The manual
annotations were analyzed to understand Senti-
Persian labeling distribution, highlighting polarity
and emotional expressions. The chart in Figure 5
shows a sample distribution of movie reviews.

3.5 Balancing Techniques

A significant way to improve Deep Learning(DL)
models is by behaving with categorical imbal-
anced datasets. Unbalanced collections can be
handled in a variety of ways; there are two pop-
ular ways: “oversampling” and “undersampling”
(Chawla, 2009) (He and Garcia, 2009). We ob-
served in our previous paper that under-sampling
yields better performance for all DL methods we

Figure 4: Comments Distribution before Augmentation
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Figure 5: Comments Distribution after Augmentation

used (Mohammadi and Tavakoli, 2020).

3.6 Data Augmentation
Generative models enhance NLP quality, especially
for low-resource languages (Chen et al., 2024). An
essential contribution of this paper is the imple-
mentation of a GAN-based text generator for aug-
menting datasets, which will be detailed in the next
section.

4 Methodology

This study collected limited movie reviews with
positive, negative, and neutral sentiments. Each
sentence consists of ’n’ tokens. HAZM2 Library
was used to tag parts of speech (POS) in the cor-
pus, and the chart in Figure 6 shows the frequency
distribution of various POS, like verbs, adj, and
nouns.

In Persian text augmentation, random masking
for insertion, swapping, or synonym generation
presents different linguistic challenges. We can
augment most POSs, except verbs, which risk al-
tering the sentence sentiment, a linguistic issue.
For example, in ú




	
G ø



YK. ÕÎ

J



	
¯, which means "not a bad

movie," if we change the verb position, the sen-
timent of the original sentence may change. for
instance it may become è ø



YK. ÕÎ

J



	
¯ that means "it’s a

bad movie". Thus, in this study, tokens fall into
two categories:

• Tokens that can change during the augmenta-
tion process, such as nouns, adjectives, and
adverbs.

• Tokens that cannot change, primarily verbs.

Therefore, the applicability of the augmentation
method on the samples depends on the specific
characteristics, such as the use of subject, object,
or modifiers in the text and their relative positions.

2https://github.com/roshan-research/hazm

Figure 6: distribution of various parts of speech in the
whole population

These tokens are masked for generating diverse
but contextually similar samples. On the other
hand, the method avoids masking tokens in the
verb position.

4.1 GAN

GAN, commonly used in computer vision, also
plays a key role in NLP (Goodfellow et al., 2014)
(Chollet, 2017). In this study, GAN-based models
generate new sentences by paraphrasing limited
data. GAN has two components: a generator (based
on ParsBERT) and a discriminator (Goodfellow
et al., 2014). The generator produces new phrases,
and the discriminator classifies them as fake or real
(Farahani et al., 2021).

The Transformers pipeline simplifies this
process through APIs for text augmenta-
tion. Initially, Random Replacement yielded
the best results. For example, in the sen-
tence XñK. èQ

	
j�Ó ÐñJ


	
K Õæ

�
�ñ

	
k ,

�
I�

�
�
	
�
	
K ÕËX éK. C�@

�
IÒ�

�
¯ 	áK
@ XñK. ø


Pñk. ¹K
,

the word �
I�Ò������

�
¯ (meaning “part”) is rear-

ranged using BERT (Devlin et al., 2018) to
XñK. èQ

	
j�Ó ÐñJ


	
K Õæ

�
�ñ

	
k ,

�
I�

�
�
	
�
	
K ÕËX éK. C�@

�
�

	
m�'.

	áK
@ XñK. ø

Pñk. ¹K
, maintain-

ing the same meaning but with different words.
The process is shown in Figure ?? and 8.

4.1.1 Generator
This paper implements a technique using trans-
formers and the "fill-mask" pipeline to augment
sentences through random insertion, synonym in-
sertion, and random swapping. In this approach,
sentences are generated by randomly masking the
Nth token of a source sentence. For example, in
Xñ��K. ú



ÍA��« ÕÎJ


	
¯ 	áK
@ ("It was a great movie"), each token

can be masked and replaced using the unmasker

https://github.com/roshan-research/hazm
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pipeline. However, masking verbs may change the
sentiment, so careful selection of masked tokens is
needed. Nouns and pronouns are more suitable for
masking to preserve sentiment. A list of sentences
with varying masked positions is created, and the
discriminator evaluates each one. Algorithm 2 out-
lines this process.

4.1.2 Discriminator
The discriminator model classifies the output from
the generator as either DIFFERENT or SIMILAR.
It evaluates whether the generated sentences, modi-
fied through insertion, swapping, etc., retain the se-
mantically similar context of the source sample. A
SIMILAR label means the sentiment is preserved,
while DIFFERENT indicates a deviation from the
source meaning. Algorithm 3 outlines this classifi-
cation process.

In BERT, the CLS token is a unique token added
at the start of a sentence to capture its overall mean-
ing. The CLS embedding represents the entire
sentence and is helpful for sentence-level tasks.
The similarity between two CLS embeddings, typ-
ically calculated with cosine similarity, indicates
how much the augmented text resembles the source.
Cosine similarity ranges from -1 (opposed) to 1
(identical) (Choi et al.). Therefore, using the mea-
sures of TP, FP, TN, and FN, we compute the per-
formance of Algorithm 3 compared to the ground
truth of human annotation. According to the Figure
7, the cosine similarity of 0.8 results in the best
discriminator performance.

5 Experiments and Results

5.1 Experimental Setup
We use 80% of the data for training and equally
divide the rest for evaluation and testing. We pre-

Algorithm 2: Generator

1 Begin
2 Dataframe ← Reads data from a CSV file
3 Do POS tagging and filter the verbs
4 Unmasker ← creates a fill-mask pipeline

using the ParsBERT model
5 Inserts the ‘[MASK]’ token at the

randomly chosen index
6 Uses the unmasker pipeline to predict the

most likely completion for the masked token.
7 Evaluate the generated sentences
8 End

Figure 7: Performance Metrics comparison, to find the
best threshold.

Algorithm 3: Discriminator

1 Begin
2 Sentence1 ← CLS embedding of source

sentence before augmentation
3 Sentence2 ← CLS embedding of augmented

sentence
4 Score ← cosine similarity between

Sentence1 and Sentence2
5 If Score > 0.8:
6 return "DIFFERENT"
7 else:
7 return "SIMILAR"
9 End

process the data by removing punctuation, emojis,
duplicates, and html tags and transferring digits
from English to Farsi. As simple baselines, we
compare our results against a majority and ran-
dom baseline. Our performance metrics include
accuracy, precision, recall, and the F1 score. We
use thundersvm for SVM; ThunderSVM exploits
GPUs and multi-core CPUs to achieve high effi-
ciency. For the pre-trained language models, we
fine-tune (λ = 2× 10−5, batch size 32) the models
for 3 epochs with early stopping.

5.2 Results & Analysis

In Tables 1 and 2, we present the performance
of different models on the augmented and non-
augmented datasets. By comparing the F1 scores
of the two tables, we observe that all models
show higher accuracy with augmented data than
non-augmented data. On our dataset, the best-
performing model is found to be WASSBERT
(Mohammadi and Tavakoli, 2020), which was pre-
trained on the highest volume of Farsi data.
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Figure 8: The GANs based model in detail

Model Augmented Data
Accuracy Precision Recall F1 Score

CNN 83.38% 83% 80% 81%
SVM 76% 80% 75.5% 75.5%

LSTM 72% 72% 72% 72%
CNN+LSTM 81% 81% 81% 81%

Bi-LSTM 87.07% 82% 85% 82%
Stacked Bi-LSTM 42.08% 42% 42% 42%

mBERT 90% 93.4% 90% 91%
XLM-RoBERTa 91% 90.01% 90% 90%

WassBERT 96% 95% 95% 95%

Table 1: Performance of different language models for
the SA on the human-annotated movie reviews.

6 Discussion

6.1 Diversity and Balance of Senti-Persian

We ensured diversity and balance in the Senti-
Persian dataset by collecting data from various
sources (social media, movie reviews), including
formal, informal, and regional dialects (e.g., Shi-
razi, Isfahani). Gender, age considerations, and
quality control were applied. After manual an-
notation, each sentiment category (positive, nega-
tive, neutral) was input into a GAN-based model to
generate additional sentences. The synthetic data
was manually reviewed for linguistic accuracy and
sentiment relevance, resulting in a final corpus of
67,743 balanced comments.

Model Non-Augmented Data
Accuracy Precision Recall F1 Score

CNN 77.33% 77% 70% 71%
SVM 70% 71.5% 70% 70%
LSTM 72% 72% 72% 72%

CNN+LSTM 81% 81% 81% 81%
Bi-LSTM 80% 79% 79% 75%

Stacked Bi-LSTM 38% 40% 37.5% 36%
mBERT 82% 84% 81% 82%

XLM-RoBERTa 83% 80% 81.3% 80%
WassBERT 90% 89% 89% 89%

Table 2: Presenting the improvement in the different
language models after using augmented dataset.

6.2 Application on Other Arabic Languages
Our approach can be adapted for Arabic-script lan-
guages like Dari, Pashto, Urdu, Uyghur, Sindhi,
Arabic, and Kurdish (Sorani), which share right-to-
left writing, similar scripts, and word order but have
unique features. Challenges include orthographic
issues, vowel ambiguity, dialects, data imbalance,
and complex morphology. Translating the primary
dataset and applying GAN-based techniques can
address these challenges and generate synthetic
data.

6.3 Limitations
Persian has several linguistic characteristics that
can influence the augmentation process we fol-
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lowed in this work. Following are a few aspects of
Persian that may require specific adaptations:

1. Free word order: Changing word order for
emphasis doesn’t affect sentence sentiment,
so models don’t need to accurately prioritize
capturing word arrangement or dependencies.

2. Morphology: Persian’s inflectional nature, us-
ing prefixes and suffixes, doesn’t affect sen-
tence sentiment but poses challenges for tok-
enization. For example, H. A

�
J» (book) becomes

é
	
KA
	
g'H. A

�
J» (library). The Hazm tokenizer han-

dles these complexities accurately.

3. Postpositions and Case Marking: Persian uses
postpositions (e.g., "in," "on" after nouns) in-
stead of prepositions, affecting syntax but not
sentiment.

4. Clitics and Compounds: Persian uses clitics
and compound words, complicating tokeniza-
tion. The Hazm tokenizer, designed for Per-
sians, handles this effectively. For exam-
ple, the word, �

�
	
�@X - "knowledge" and èAÇ

- "place" or "house" together èAÆ
�
�
	
� @X Transla-

tion: "University."

5. Lack of Capitalization: Persian lacks capital-
ization, impacting Named Entity Recognition
(NER) models but not SA.

7 Conclusion and Future Works

This study presents a collection of 22,581 human-
annotated data samples, which is later augmented
using GANs, making it a total of 67,743 movie
reviews annotated for SA. Our augmentation pro-
cess resulted in achieving 96% accuracy, producing
a boost of 7.6% in accuracy over the previous re-
sults. In the future, we aim to propose an approach
that combines Reinforcement Learning (RL) with
GANs to enhance the generation of long, coher-
ent, and contextually appropriate text. We envision
that the hybrid strategy would be able to refine
GAN training mechanisms, improving the gener-
ated text’s realism and linguistic quality. By com-
bining the generative capabilities of GANs with
the goal-oriented optimization of RL, we antici-
pate significant advancements in NLP, pushing the
boundaries of current AI-driven text generation
technologies.
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