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Abstract

Educational assessment organizations continu-
ously need new test items. This paper presents
an exploratory study on the use of large lan-
guage models (LLMs) for generating item
drafts in medical education, focusing specif-
ically on patient chart items. Using GPT-4,
we developed and compared three prompting
strategies—Chain-of-Thought, counterfactual
reasoning, and information-theoretic sample se-
lection—on the quality of the generated drafts.
Our prompts include clinical vignettes from ex-
isting multiple-choice questions. Evaluation
by two clinical experts showed that at least
a quarter of the items were free from major
flaws at first assessment, and half were con-
sidered useful starting points compared to cre-
ating items from scratch. We found our pro-
posed counterfactual framework could gener-
ate novel items while maintaining the overall
quality and accuracy of generated items. The
quality of generated items was sensitive to the
information-theoretic properties of examples
in few-shot learning settings, where example
questions with higher surprisal of the correct an-
swers enhanced the quality of generated items.
To the best of our knowledge, this is the first
study to explore the potential of LLMs for au-
tomatic generation of clinical chart items.

1 Introduction

To ensure the relevance and integrity of examina-
tions, educational assessment organizations must
continuously develop new, high-quality test items.
This is especially critical in the context of high-
stakes assessments!, where test items must not
only cover necessary subject material but also con-
form to rigorous psychometric standards to ensure
fairness, validity, and reliability. The process of
crafting such test items is inherently complex and
resource-intensive, requiring substantial expertise

'Examinations with significant consequences for the test-
taker, such as professional certification or licensure.

(srezayidemne,pbaldwin,pharik,vyaneva)@nbme.org

and time investment from subject matter experts.
This is particularly challenging for medical educa-
tion, where the test items need to accurately capture
complex real-world problems and reflect highly
specialized and rapidly changing knowledge.

Efforts to automate the full or partial creation of
test items have long been explored as a means to ad-
dress the need for scalable and efficient assessment
development. Rule-based approaches and cognitive
modeling have been widely applied in automated
item generation (AIG) (Gierl and Lai, 2016; Lai
et al., 2016a; Falcao et al., 2022; Circi et al., 2023).
For instance, rule-based methods have been used
to enhance distractor quality in MCQs through the
integration of knowledge graphs (Lai et al., 2016b).
More recently, LLMs have been profitably used
for item generation across a range of domains in-
cluding STEM education, cognitive assessments,
as well as language proficiency testing (Attali et al.,
2022; Prasetyo et al., 2020; Laverghetta Jr and Li-
cato, 2023; Lee et al., 2023; Chan et al., 2024;
Belzak et al., 2023). For example, LLMs in zero-
or few-shot learning settings have successfully gen-
erated items that have achieved acceptable validity
and reliability for various STEM subjects (Chan
et al., 2024).

LLMs have demonstrated impressive perfor-
mance with various medical tasks (Zhou et al.,
2023). These include discriminative tasks like
question answering (Jin et al., 2019; Yaneva et al.,
2023; Naseem et al., 2021; Romanov and Shivade,
2018) as well as generative tasks such as clinical re-
port generation (Johnson et al., 2016; Zhang et al.,
2024b). However, most medical LLMs involve
pretraining (Zhang et al., 2024a; Jin et al., 2023;
Luo et al., 2022; Gu et al., 2021) or fine-tuning
(Christophe et al., 2024; Gururajan et al., 2024;
Luo et al., 2023), which may require expensive
computation resources. The adoption of pretrained
LLMs for Al-assisted item creation in the medi-
cal domain remains a challenge (Karabacak et al.,
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2023). A systematic survey suggests that off-the-
shelf generative language models such as ChatGPT
struggle to generate high-quality multiple-choice
medical questions, even with advanced prompting
strategies (Kiyak and Emekli, 2024).

In this paper, we perform an initial investiga-
tion of the potential of LLMs to assist with creat-
ing comprehensive documents of patient’s medical
record (clinical charts) and multiple choice ques-
tions for medical education exams. We prompt
off-the-shelf pretrained language models with clin-
ical vignettes from a publicly available dataset
(MedQA; Jin et al., 2021) and develop three differ-
ent approaches for item generation in a few-shot
learning setting, including Chain-of-Thought Gen-
eration, Counterfactual Generation, and Princi-
pled few-shot learning sample selection. The gen-
erated items are evaluated by two licensed medi-
cal doctors who are medical school faculty. We
found that our proposed counterfactual genera-
tion framework produces items with greater lexical
and semantic distance from source material while
maintaining overall quality, and that information-
theoretic properties of samples in few-shot learning
settings influence the quality of generated items. To
the best of our knowledge, this is the first study to
explore the potential of a counterfactual genera-
tion framework with principled learning sample
selection for generating clinical chart items.

2 Method

2.1 Data

MedQA This study uses data from two distinct
sources. The first source is MedQA (Jin et al.,
2021), a publicly available dataset containing ~
60K clinical MCQs in English, simplified Chi-
nese, and traditional Chinese. These MCQs were
collected from various test preparation materials
available online. In our study, we use the English-
language subset, which contains 12,723 items.

Chart items The second source is a dataset of
35 chart items (see Fig. 1 for an example item).
These items were developed as part of a research
project on assessing clinical reasoning and the spe-
cific items used in this study are referred to as
SHARP items (SHort Answer, Rationale Provision;
see Runyon et al. (2023) for a full description of
the item format).

Clinical charts, also known as patient records,
are comprehensive documents that typically in-
clude a patient’s medical and social history, pre-

senting symptoms, chief complaints, physical ex-
amination findings, and test results. They may also
contain physician notes documenting patient visits,
differential diagnoses, and treatment plans. In med-
ical education, clinical charts serve as a structured
and effective tool for training future physicians (De-
schénes et al., 2025; Goulet et al., 2007), bridging
the gap between theoretical knowledge and real-
world medical practice (Al-Wassia et al., 2015).
One of the primary benefits of using patient
charts in medical education is the enhancement
of clinical reasoning and decision-making skills
(Daniel et al., 2019). By reviewing and analyzing
patient charts, medical students can practice priori-
tizing information, identifying key features, formu-
lating differential diagnoses, developing treatment
plans, and making informed clinical decisions.

2.2 Setup

Our primary goal is to develop a scalable pipeline
to generate chart items by prompting language mod-
els with detailed instruction and medical scenar-
ios. Each prompt comprises a medical vignette
presented as a multiple-choice medical question
from the MedQA dataset along with three exam-
ples of chart items from the SHARP dataset.

We implement three generation frameworks us-
ing GPT-4: Chain-of-Thought generation, which
transforms a medical vignette from MedQA into
a chart item by creating a medical record for
a hypothetical patient (Section 2.3); Counterfac-
tual Generation, which incorporates counterfac-
tual reasoning to explore alternative outcomes and
generate novel items while leveraging an agent-
based self-prompting strategy to create a knowl-
edge base for accuracy (Section 2.4); and an
information-theoretic framework where the sam-
ple items in few-shot learning settings are selected
based on information-theoretic properties, finding
that LLMs perform better with “difficult” examples
(Section 2.5). For each generation method, we pro-
duced 80 items that were evaluated by two licensed
medical experts (Section 3).

2.3 Experiment 1: Chain-of-Thought

The first experiment uses Chain-of-Thought (CoT)
prompting as a baseline. The approach was de-
signed to be a robust framework for systematically
generating high-quality medical assessment items
that works by dividing the creation process into a
sequence of cognitively manageable steps (Saparov
and He, 2022).
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Question: What is the most likely diagnosis?

| Answer: plantar fasciitis

Patient Information

Age: 32 yearsold
Gender: M, self-identified
Ethnicity: unspecified

Site of Care: office

Family History
« mother: alive with type 2 diabetes mellitus
« father: alive with hypertension
Psychosocial History
- avid runner

« does not smoke cigarettes, drink alcoholic beverages, or use other substances

Physical Examination

History
Reason for Visit [ Chief Complaint: “My right heel hurts”
Temp | Pulse
History of Present Illness 37°C
+ 3-week history of severe right heel pain (98.6°F)

65/min

Resp BP 0, Sat Ht Wt BMI
16/min | 120/75mmHg | 98% | 175cm | 70kg | 23 kg/m®
onRA | (5ft9in) | (155 b)

- pain worsens in the morning and after prolonged sitting
- pain is less severe after he completes 1 mile of running
« has not had redness, warmth, or swelling

« had had no history of recent trauma

« has not had pain in other joints or other areas
Past Medical History

« no serious illnesses
Medications

« Appearance: well developed; no apparent distress

« Skin: warm; well perfused

« HEENT: clear oropharnyx; no scleral injection or icterus

« Pulmonary: clear to auscultation

« Cardiac: regular rate and rhythm; no murmurs, rubs, or gallops

« Abdominal: soft; nontender; normal bowel sounds

« Genitourinary: testis descended; meatus clear with no discharge or erythema

« acetaminophen prn for heel pain
Vaccinations

- Musculoskeletal: mild tenderness to deep palpation of the right medial heel |

« received HPV vaccine 5 months ago
Allergies
+ no known drug allergies

« Neurological: fully oriented without focal motor or sensory deficits; muscle strength 5/5
on dorsiflexion and plantar flexion

Figure 1: An example chart-type item from Runyon et al. (2023). A chart item includes a chart with patient
information, medical history, chief complaint, and physical examination findings, as well as an associated question
and answer. Not all chart information is equally relevant for correctly diagnosing and test-takers must determine
relevancy as part of the task. The green boxes highlight the most relevant information for diagnosis in this example.

Understand scenario: symptom,
diagnosis, procedure

ﬂ A medical vignette about X
=9

Extract knowledge: relevant
knowledge, other possible
symptoms, related diseases

-

 —
A novel chart question ¢ 1
o0 0 o

Generate question and distractors:

Relevance, confusability, accuracy

%+

Few-shot learning: Three chart items

Create a medical record for a

hypothetical patient: medical history,
physical exam, diagnostic studies

Figure 2: An illustration of Chain-of-Thought generation for chart-type items. The model is instructed to transform
a simple medical scenario drawn from the MedQA dataset into a novel chart question step by step.

The CoT generator transforms a medical vignette
extracted from the MedQA dataset into a chart
question step by step (see Fig. 2). First, the model
is instructed to identify the symptoms, diagnosis,
and procedures described in the medical vignette to
ensure that the model captures the parent medical
scenario. Next, the model generates key knowledge
relevant to the parent medical scenario, including
key symptoms, potential differential diagnoses, and
related diseases. The model then creates a detailed
medical record for a hypothetical patient incorpo-
rating incorporating information from parent medi-
cal vignette and relevant information generated by
the model. The model is further guided by referenc-
ing three sample SHARP chart items as examples

of the desired chart-format output. The final output
includes a clinical chart, a question with a correct
answer and ten distractors. We instruct the model
to adhere some general principles for question and
distractor generation (see Appendix A).

2.4 Experiment 2: counterfactual generation

A counterfactual chart item is one whose key diag-
nostic findings intentionally contradict the parent
vignette’s findings such that the correct diagnosis
changes. It leverages a three-step process that in-
tegrates CoT prompting, counterfactual reasoning,
and self-generated knowledge infusion (see Fig.3).

The first step focuses on generating content that
differs from the source material by transforming
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m A medical vignette about X

Counterfactual: what if some
patient information is wrong?

A medical vignette about X
& Generated chart item about Y

'i| A medical vignette about X
A self-generated knowledge
database about X and Y

" & A LLM acting like a medical expert Counterfactual CoT Generator
o Chain of Thought: medical record for
- counterfactual patient

1 .
A novel chart question about Y

(a) Step 1: Counterfactual generation

(b) Step 2: Knowledge generation

* A novel chart question about Y
A self-generated knowledge
database about X and Y

(c) Multi-agent counterfactual generation
with self-generated knowledge

Figure 3: An illustration of three-step knowledge-infused counterfactual generation for chart items. In Step 1, a
chart item related to a novel medical scenario is generated by instructing the model to identify misinformation from
the parent vignette. In Step 2, a knowledge database is generated for the parent and generated medical scenarios. In
Step 3, the database is integrated with the counterfactual generator from Step 1 to regenerate the chart item.

the parent medical vignette into a different medical
scenario through counterfactual reasoning. Coun-
terfactual reasoning has been widely applied in
various settings to explore alternative scenarios
or causal inference in LLM performance (Qin
et al., 2019; Zellers et al., 2019; Mostafazadeh
et al., 2016; Meng et al., 2022; Rajani et al., 2019;
Saparov and He, 2022; Frohberg and Binder, 2022;
Elazar et al., 2021; Rudinger et al., 2020; Li et al.,
2023). The model is instructed to conduct coun-
terfactual reasoning in a Chain-of-Thought frame-
work. We set up a counterfactual premise where
the model is informed that certain elements of the
parent vignette are transcribed incorrectly. Based
on this counterfactual premise, the model needs to
creatively “recover” the clinical chart, leading to a
hypothetical patient record based on a new medical
scenario. The model reasons based on the gen-
erated counterfactual record to develop a clinical
assessment. The goal of this process is to generate
content that deviates from the parent vignette while
maintaining clinical plausibility.

The second step aims to improve the factual
grounding of generated items by creating a self-
generated knowledge base. This step addresses
LLMs’ tendency to hallucinate (Xu et al., 2024;
Zhang et al., 2023) and is accomplished by initi-
ating a new session in which the language model
assumes the role of a medical expert. Agent-based
prompting (Wu et al., 2024) enables the model to
adapt to this role for generating medical knowl-
edge. The correct answer from the parent vignette
(X) and the generated correct answer from the coun-
terfactual scenario (Y) are provided to the model.

The task is to synthesize a detailed knowledge base
about X and Y, including their symptoms, diag-
nostic criteria, and distinguishing features. This
approach attempts to ground the generated coun-
terfactual scenario in medical knowledge. In the
final step, the knowledge base from Step 2 is in-
tegrated back into the counterfactual generation
process. Combining the content variation from
Step 1 with the knowledge grounding from Step 2,
the model generates a refined chart item based on
the counterfactual scenario.

2.5 Experiment 3: sample selection

We explore whether the performance of the lan-
guage model is sensitive to the information-
theoretic properties of the few-shot learning sam-
ples. Language model performance has been
shown to depend on the quality of the samples in
few-shot learning (Rasheed and Zarkoosh, 2024).
Although all chart items used as examples were
judged to be of high quality by human medical
experts, certain information theoretic properties
might make some examples better suited for the
item generation task. In this experiment, we evalu-
ate whether the quality of automatic generation is
affected by the information content of the few-shot
learning examples.

We hypothesize that the information-theoretic
properties of example items are directly related to
how challenging they are for the LLM to solve.
Specifically, we use the surprisal of the correct
answer given the question stem as a metric to as-
sess an item’s difficulty for the LLM. Surprisal is
calculated as the negative logarithm of the proba-
bility that the LLM assigns to the correct answer
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given the question stem (— log p(answer | stem)),
thereby quantifying how unexpected the correct an-
swer is. Consequently, an item with relatively low
surprisal is considered relatively easy for the LLM
to answer correctly.

Sample selection is guided by two complemen-
tary hypotheses. The first posits that easier ques-
tions lead to better performance because they are
straightforward for LLMs to mimic and regenerate
(Easy Sample Hypothesis). Conversely, the second
hypothesis suggests that more challenging exam-
ples may compel LLMs to engage in deeper rea-
soning, improving their ability to generate complex
items (Hard Sample Hypothesis). By evaluating
the effect of the surprisal of selected examples, we
can maximize the quality of the generated items.

We calculate the surprisal of the correct answer
using GPT-2 (Radford et al., 2019), and select the
three sample items with the lowest surprisal. These
selected samples are used in the multi-agent coun-
terfactual generator with self-generated knowledge
(Fig. 3). We then compare the performance with
that of the counterfactual generator with randomly
selected examples described in Section 2.4. If the
items generated in Experiment 3 are considered of
higher quality than items in Experiment 2, Easy
Sample Hypothesis is supported.

3 Evaluation

While there is no consensus on the evaluation pro-
tocol of generated items (Circi et al., 2023), we aim
to evaluate various aspects related to their practi-
cal use in assessment. The generated items may
contain various flaws that affect their suitability
for assessment. These flaws include, but are not
limited to, clinical inaccuracies, contradictions, or
hallucinations; incorrect designation of the correct
answer; distractors (incorrect answers) that may
actually be correct; or content that is unsuitable for
assessment due to overly high or low complexity.
Evaluating these issues requires review by human
experts, as they cannot currently be assessed auto-
matically.

Since an exhaustive list of all potential flaws
could not be constructed a priori due to the un-
known nature of Al-generated items, we focused
our evaluation on the general suitability of these
items for use in high-stakes medical education as-
sessment as perceived by experts with both clinical
and educational backgrounds. We designed a rubric
that covered the following questions, with the full

list provided in Appendix B:

(1) Can the chart stem be used on a high-stakes
assessment?

(2) Please select up to 5 distractors that would, as
a group, constitute a partial or full option set.
Do not select any that would not be suitable
for this chart, or that are too similar to others
that have been selected as suitable.

(3) Can the chart item as a whole be used on a
high-stakes assessment as currently written?

(4) Is this draft a usable starting point for writing
or updating a chart item?

Two licensed medical doctors who also served as
faculty at accredited medical schools in the United
States were recruited. Each expert was assigned
the same set of 100 automatically generated items,
of which 33-34 were generated using each of the
three methods (see Appendix C).

The results from the expert evaluation are pre-
sented in Table 1. Responses to each of the four
rubric questions were dichotomized: (1) stem qual-
ity: minor changes / substantive changes; (2) dis-
tractor quality: substantive changes not required
/ substantive changes required; (3) chart quality:
minor changes / substantive changes; and (4) help-
fulness: helpful / not helpful. For each question,
we calculate two success metrics: strict, which re-
quires two favorable expert judgments and loose,
which only requires one favorable judgment.

Across the three methods, both experts agreed
that over 24% of generated stems required only
“minor changes.” In addition, the quality of the
generated disractors was perceived to be high, with
both raters agreeing that the distractors for at least
79% of the items required only minor changes.
Across three methods, at least 85% generated chart
items were considered usable with minor changes
by at least one annotator. Although the CoT frame-
work’s items were deemed usable most often, the
counterfactual framework performed similarly. The
information-theory-based framework using sample
items with lowest surprisal has a reduced perfor-
mance compared to other methods. This suggests
that language models’ generation performance ben-
efits more from examples with higher item sur-
prisal, supporting the Hard Sample Hypothesis.
Moreover, both experts agreed that over half of
the items (52%) were helpful starting points for
writing a new item. Here, items generated using
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Suggested distractors

Whole item  Helpfulness

Stem
CoT 91% (35%)
Counterfact 91% (32%)
Info theory 85% (24%)

100% (82%)
100% (82%)
97% (79%)

94% (26%) 97% (79%)
91% (24%) 100% (53 %)
85% (15%)  100% (52%)

Table 1: This table displays the proportion of items that were favorably judged for each of the four questions in the
annotation rubric. Two evaluation criteria were used: the loose criterion, where an item is considered favorably
judged if at least one of the two participating physicians judged it favorably; and the strict criterion, where an item
is favorably judged only if both physicians agreed. Proportions are presented in the format: loose (strict).

the CoT method significantly outperformed other
items on that criterion with 79% of the CoT items
judged to be helpful starting points by both experts.
Overall, the expert evaluation suggests that approx-
imately a quarter of the generated items were free
from major flaws at first assessment, and half were
regarded as useful starting points for item develop-
ment compared to creating items from scratch.

The variability in expert agreement underscores
the subjective nature of evaluating item quality, par-
ticularly for stems and charts, where the experts ex-
hibited the most disagreement. The two experts had
inter-annotator agreement of x = 0.1 on chart stem
quality. A qualitative inspection of the annotators’
comments suggests that the low inter-rater agree-
ment might be due to different conceptual under-
standing of the rubric. For example, both annota-
tors commented that one question “needs mother’s
prenatal history”, but one annotator considered this
critical and suggested substantial changes needed,
whereas the other considered it a minor modifica-
tion (see Appendix E and F for more discussion on
limitations and ethical considerations).

We also evaluated whether counterfactual gen-
eration produces items with greater semantic dis-
tance from their source material. To quantify se-
mantic distance, we computed cosine similarity
between word embeddings of each generated item
and its parent vignette, with lower similarity in-
dicating greater lexical/semantic divergence. Re-
sults showed that methods based on counterfactual
generation (Exp 2 & 3) produced items with sig-
nificantly lower cosine similarity to their parent
vignettes than CoT generation (Exp 1), suggest-
ing greater variation from the source material (see
Appendix D).

4 Discussion

This study demonstrated the potential of LLMs to
be used as automated assistive tools when writ-
ing items for medical assessments. The findings
highlight key insights into the quality of the items

generated across the three methods. Notably, over
24% of the generated stems were rated as requiring
“minor changes” by both experts, with 85% of the
items judged to require minor changes by at least
one expert. This suggests that a significant portion
of the generated items lack what could initially be
considered irreparable flaws, inaccuracies, or con-
tradictions. While this cannot yet be considered
evidence that the items can be profitably used on
an assessment without significant review and modi-
fications, it is an encouraging initial assessment.

The integration of counterfactual reasoning and
agent-based knowledge infusion showed effective-
ness in producing content that differs more from
source material. This suggests that tasking the
model with identifying misinformation and gen-
erating counterfactual scenarios helps prevent the
model from simply replicating existing data.

Of particular interest are the findings on
information-theoretic sample selection, which high-
light the nuanced role of item surprisal in few-shot
learning. The observed differences in item genera-
tion when challenging examples were used suggest
that example difficulty may influence LLM genera-
tion patterns. This insight underscores the impor-
tance of principled sample selection in optimizing
LLM performance for automated item generation.

Future research should focus on automating the
evaluation process, expanding applicability to other
domains, and reducing the computational over-
head of LLM-based pipelines. Integrating exter-
nal knowledge sources, such as medical databases,
could potentially improve the factual grounding of
generated chart items. Retrieval-Augmented Gen-
eration techniques could be explored to access and
incorporate external data during the item genera-
tion process. This approach might allow the model
to generate more contextually informed items and
better adapt to specialized knowledge domains.
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A General Principles

We instruct the model to adhere to the following
principles during generation: (a) Informativity: the
new item should contain all the necessary informa-
tion for a chart item; (b) Accuracy: the generated
answer should be consistent with all of the infor-
mation from the generated chart; (c) Novelty: the
generated chart item should be sufficiently different
from the parent item; and (d) Validity: the gener-
ated chart must include sufficient information to
unambiguously identify the correct answer.
According to the chart question stem and cor-
rect answer, the model then crafts ten distractors—
plausible but incorrect answer choices that are
meant to be attractive to examinees who do not

know the correct answer. We instruct the model
to focus on the following properties during the dis-
tractor generation process: (a) Relevance: the dis-
tractors should be relevant to the chart question
stem; (b) Dissimilarity: the distractors should not
be synonyms or very similar to the correct answer;
(c) Incorrectness: the distractors cannot be plausi-
ble correct answers for the generated chart ques-
tion. Distractors with these characteristics enhance
items’ discriminative power.

The model is instructed to use descriptive lan-
guage about any physical exam findings that fol-
lows patient chart documentation standards, such
as specifying warm, dry, or no rashes or lesions
instead of vague terms like normal.

B Evaluation Protocol

1) Evaluation of the Chart: Evaluate the Chart’s
suitability for use on a high stakes assessment. Mi-
nor changes are defined as the necessity to make mi-
nor changes to the chart including but not limited to:
the addition, modification, or deletion of three or
fewer minor history/physical exam details to make
the chart more correct, realistic, or at a more appro-
priate difficulty level. Substantive changes entail
an extensive rewrite of the chart and include but are
not limited to: the addition, modification, or dele-
tion of four or more substantive history/physical
exam details to make the chart more correct, realis-
tic, or at a more appropriate difficulty level.

Question: Can the chart be used on a high stakes
assessment?

i. Yes, with some minor changes

ii. Substantive changes required, or the chart is
too flawed to be useful

Note that if the expert selected “Substantive

changes required”, they would skip the next two
questions and go directly to the fourth question on
Helpfulness.
2) Selection of Appropriate Option Set: Please
select up to 5 distractors that would, as a group,
constitute a partial or full option set. Do not select
any that would not be suitable for this chart, or that
are too similar to others that have been selected
as suitable. The N/A option should be used if you
selected “Substantive changes required, or the chart
is too flawed to be useful” in response to the above
question about the associated chart.

i. N/A — Substantive changes required, or the
chart is too flawed to be useful
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ii. Distractor Suggestion 1

xi. Distractor Suggestion 10

3) Evaluation of the Chart Item as a whole (chart
plus the option Set): To what extent can the chart
item as a whole (i.e., chart plus the options set) be
used on a high stakes assessment? Minor changes
to the chart item as a whole is defined as the neces-
sity to make minor changes to EITHER the chart
(i.e., requires a minor rewrite of the chart including
but not limited to: the addition, modification, or
deletion of three or fewer minor history/physical
exam details to make the chart more correct, real-
istic, or at a more appropriate difficulty level OR
minor changes to the option set (i.e., the need to
create one additional option to complete a suffi-
cient option set of at least 4 options (preferably 5)
with appropriate difficulty for a high stakes assess-
ment). Substantive changes to the chart item as a
whole is defined as the necessity to make substan-
tive changes to EITHER the chart (i.e., requires an
extensive rewrite of the chart including but not lim-
ited to: the addition, modification, or deletion of
four or more substantive history/physical exam de-
tails to make the item more correct, realistic, or at
a more appropriate difficulty level (i.e., suitable for
high stakes assessment) OR substantive changes to
the option set (i.e., the need to create three or more
options to complete a sufficient option set of at
least 4 options (preferably 5) with appropriate diffi-
culty for a high stakes assessment). If EITHER the
chart OR the option set need substantive changes,
then this is considered as the need for substantive
changes to the chart item as a whole. If BOTH the
chart and the option set require minor changes, this
is considered as the need for minor changes to the
chart item as a whole.

Question: Can the chart item as a whole be used
on a high stakes assessment as currently written?

i. Yes, with some minor changes

ii. Substantive changes required, or the chart is
too flawed to be useful

4) Evaluation of helpfulness: Is this draft a usable
starting point for writing or updating a chart item?

i. Yes, this draft would be helpful

ii. No, it would be easier for me to write an item
from scratch

It is important to clarify that we do not consider
the “minor changes” category as suggesting an
item is ready for assessment without significant
additional work (see Section F for discussion on
ethical considerations). Instead, the distinction be-
tween minor and substantive changes serves as a
simple way to differentiate items with major flaws
from those with flaws that may be fixable.

C Recruitment

To perform this evaluation, two licensed medi-
cal doctors who also served as faculty at accred-
ited medical schools in the United States were
recruited. The recruitment was performed by
ANONYMIZED INSTITUTION’s Assessment Al-
liance, which engages with educators, learners, and
other members of the health profession’s education
community to identify how to best prepare medical
professionals to safely care for a diverse patient
population.

Once recruited, the human experts were invited
to a kickoff meeting, where they were briefed on
the purpose of the experiment and the evaluation
rubric, instructed on the use of the annotation plat-
form (items were displayed using the John Snow
Labs annotation system), and given an opportu-
nity to ask questions. Following this meeting, the
experts were given two weeks to complete their
annotations. Each expert was assigned the same set
of 100 automatically generated items, of which 33-
34 were generated using each of the three methods
described in Section 2.

D Automated evaluation of item variation

An important consideration for newly generated
items is the extent to which they differ from their
source material. Understanding these differences
can help identify which generation methods pro-
duce more varied content and potentially guide
selection of items for further development by hu-
man item writers. To this end, we explore the use
of cosine similarity between word embeddings of
generated items and their parent medical vignettes
as one measure of content variation.

Cosine similarity between word embeddings
quantifies lexical and semantic overlap between
generated and parent items, with lower values indi-
cating less overlap—i.e., greater textual divergence.
We define an experimental group where cosine sim-
ilarity is calculated between each generated item
and its corresponding parent vignette. This is com-
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pared against a baseline group, where cosine sim-
ilarity is computed between each generated item
and a random non-parent vignette from the same
set of parent vignettes. Figure 4 shows the aver-
age cosine similarity in experimental and baseline
groups across the three generation methods.

Paired t-tests between experimental and base-
line groups within each method did not reveal sta-
tistically significant results (all p > 0.25), possi-
bly due to high variability in similarity values or
limited sample size. Nevertheless, we observed
consistent trends across all conditions, where sim-
ilarities between generated items and their parent
vignettes were not significantly different from sim-
ilarities with unrelated vignettes. To quantify rel-
ative content variation across methods, we used
the difference in cosine similarity between experi-
mental and baseline groups as an index of textual
divergence. A second set of paired t-tests with Bon-
ferroni correction was conducted to compare this
divergence index across generation methods. The
results revealed that CoT generation produced sig-
nificantly smaller divergence from source material
than both counterfactual (¢ = 4.64, p < 0.001) and
information-theory-based generation (t = 4.41,
p < 0.001). No significant difference was found
between counterfactual and information-theory-
based methods (t = —0.1, p = 0.91).

These findings suggest that counterfactual and
information-theoretic approaches produce content
with greater lexical and semantic distance from
their source vignettes compared to CoT generation.
However, it is important to note that cosine similar-
ity captures only surface-level textual differences
and does not necessarily reflect clinically meaning-
ful variation or educational value of the generated
items.

E Limitations

A key limitation for this research is the fact that
the evaluation relied on only two human raters.
These raters had not undergone specific training
in item writing for high-stakes clinical exams, and
this was their first time evaluating Al-generated
items. These factors may have contributed to the
observed variability in their judgments while limit-
ing their generalizability. Additionally, given the
well-documented variability in how human experts
write clinical MCQs (e.g., Guimaraes et al., 2013),
judgments about the need for “minor” vs “substan-
tive” changes may reflect subjective differences in
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Figure 4: Average cosine similarity in experimental
and baseline groups across three generation methods.
Blue bars represent cosine similarity between generated
item and its corresponding parent vignette. Red bars
represent cosine similarity between generated item and
arandom vignette from a set of parent vignette.

opinion rather than a definitive standard of quality.

Rater performance may have been further in-
fluenced by biases such as social desirability or
confirmation bias. Social desirability bias could
lead raters to align their evaluations with perceived
research goals or provide overly favorable feedback
due to the novelty of Al in clinical item generation.
Confirmation bias might cause raters to focus on
strengths or weaknesses based on their pre-existing
beliefs about Al’s capabilities. Measuring attitudes
toward Al as part of the recruitment process is an
area for improvement in future research.

In terms of evaluation design, the rubric was pur-
posefully broad given the stage of this research and
did not account for specific flaws that might arise in
clinical MCQs. Examples of such flaws include sus-
ceptibility to “testwiseness,” which refers to an ex-
aminee’s familiarity with general test-taking strate-
gies, and “construct-irrelevant difficulty,” which
refers to item features that increase an item’s dif-
ficulty for reasons unrelated to the trait that is the
intended target of the assessment (Case and Swan-
son, 1998). Future research should endeavor to
better understand and identify specific flaws that
may be prevalent within Al generated items, and
facilitate their evaluation through more granular
rubrics.

Similar to the human evaluation, the automated
evaluation also suffered limitations stemming from
the preliminary nature of this study. While a useful
approximation of the differences that exist between
items, cosine similarity focus only on relative item
variation and do not guarantee that items are suffi-
ciently novel for a given application.
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Last but not least, the performance of the gen-
erated items in practical settings is currently un-
known. Key metrics such as the extent to which
examinees find an item difficult, the power of an
item to discriminate between examinees of differ-
ent proficiency levels, and examinee perceptions of
clarity require pretesting with an examinee sample
and remain untested at this stage.

In summary, future research should not only fo-
cus on improving the technical components of item
generation, but also include larger-scale evalua-
tions, enhanced rubrics, qualitative analyses, the
utilization of raters trained in item writing, and the
collection of examinee response data in real-world
assessment settings.

F Ethical considerations

As Al continues to evolve and its application is ex-
tended to more domains, its integration into item de-
velopment raises important ethical considerations.
A key concern is ensuring that Al-generated items
meet the necessary quality standards for a given
type of assessment. While Al can generate item
drafts, these items must be thoroughly reviewed by
expert item writers to ensure that they are appro-
priate, clinically accurate, and meet the intended
learning or assessment objectives. Human over-
sight remains essential to finalize each item, and
Al-generated content should undergo the same rig-
orous review processes as items that are written
without Al assistance.

The use of Al also requires clear accountability
and transparency in the development process and
avoidance of over-reliance on technology. While
Al can assist in generating drafts, the final responsi-
bility for ensuring the quality, fairness, and ethical
use of any test item remains with human experts. It
is crucial to maintain transparency about how Al is
used and to ensure that stakeholders are aware of
both the capabilities and limitations of Al in this
context.

By ensuring that human expertise remains cen-
tral to the item development process, establishing
rigorous review procedures, and maintaining trans-
parency and accountability, Al can be used eth-
ically and responsibly to support the creation of
high-quality assessment items.
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