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Abstract

In this study, we developed a textless NLP
system using a fine-tuned Whisper encoder
to identify classroom management practices
from noisy classroom recordings. The model
segments teacher speech from non-teacher
speech and performs multi-label
classification of classroom practices,
achieving acceptable accuracy without
requiring transcript generation.

1 Introduction

Positive and proactive classroom management
establishes a foundation for equitable and inclusive
environments where all students can learn.
Research demonstrates that effective classroom
management increases student engagement and
academic achievement, particularly for students
with learning and behavioral differences [1].
Despite identifying evidence-based classroom
management practices, a significant
implementation gap exists in their consistent
classroom application [25]. Teachers often report
feeling underprepared to support student behavior
and express a need for ongoing, job-embedded
professional development to implement practices
effectively. Coaching and observational feedback
improve teachers’ classroom management
practices and enhance their self-efficacy, reducing
stress and mitigating burnout [19, 30]. However,
these traditional approaches are resource-intensive
and difficult to scale, particularly in historically
marginalized communities. Advances in natural
language processing (NLP) and machine learning
present an innovative opportunity to address these
challenges. Automated feedback tools can deliver
frequent, timely, and actionable insights to teacher

practice, bridging the gap between evidence-based
practices and their real-world implementation,
providing accessible professional development at
scale.

Current automated feedback tools for teacher
classroom practices rely solely on transcripts
generated by Automatic Speech Recognition
(ASR) tools. However, teacher affect, including
tone and delivery, is critical in shaping positive
student-teacher interactions, fostering social-
emotional learning, and reinforcing classroom
expectations [15]. Research indicates that
transcription alone often fails to capture these
suprasegmental speech features, resulting in losing
vital information about prosody and intonation
[26]. To address this limitation, we are developing
a Multimodal Automatic System for the
Classification of Teacher Classroom Practices
(MASCoT-CP) to automatically detect classroom
management practices using both audio and text-
based data. This system aims to provide teachers
with actionable insights into their practices,
leveraging multi-modal inputs to enhance the
feedback they receive. Unlike current automated
feedback tools that rely exclusively on text-based
transcript analysis, MASCoT-CP incorporates
prosody, intonation, and affect, key elements of
spoken language essential for understanding the
nuances of classroom culture and teacher-student
interactions.

This study presents findings from the audio-
only component of the MASCoT-CP system. This
component, designed as part of a larger, multi-
modal system that will integrate audio and text
transcripts, serves two purposes: diarizing
classroom audio into teacher speech and non-
teacher speech segments, and generating
predictions about classroom management practices
present within those segments. Future research will
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integrate the output of the audio-only model with a
text classification model to create an ensemble
system that enhances classification accuracy. This
comprehensive approach will provide teachers
with fine-grained feedback on their classroom
practices, allowing them to focus on refining
specific elements of their practices, thereby
enhancing their students’ learning experiences.

2 Background

2.1 Classroom Management Practices

Classroom management includes the strategies and
practices teachers implement to establish and
maintain  structured,  supportive  learning
environments. Research consistently demonstrates
that effective classroom management is
fundamental to maximizing instructional time,
sustaining student engagement, and building
positive student-teacher relationships. Systematic
reviews identify several evidence-based practices
that contribute to successful classroom
management, particularly frequent opportunities
for active student engagement and feedback for
student behaviors [5, 8].

Central to effective classroom
management are opportunities to respond (OTRs),
questions or prompts that elicit student
participation. Research shows that high rates of
OTRs help sustain student engagement, increase
on-task behaviors, and improve accuracy in student
responses [7]. Complementing these engagement
strategies, teacher feedback further shapes student
behavior. Feedback typically falls into two
categories  within  classroom  management:
reinforcing appropriate behavior through positive
feedback (such as specific praise) and addressing
inappropriate behavior through redirections or
corrective responses. Evidence indicates that
delivering specific praise and maintaining a
positive ratio of positive to corrective interactions
strengthens  student-teacher relationships and
increases students’ on-task behaviors [2, 9].
Together, these practices create positive classroom
environments that establish a foundation necessary
for effective academic instruction.

Despite strong evidence supporting
classroom management’s impact on student
outcomes, many teachers face challenges in
consistently implementing these practices. Pre-
service teacher preparation programs often provide
limited training in classroom management [12],
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leading teachers to identify it as one of the most
challenging aspects of their job and a primary
factor contributing to teacher attrition [13, 28].
These implementation challenges underscore the
need for effective professional development.
Traditional approaches to supporting teacher
development, such as coaching and observational
feedback, have effectively improved practice
implementation. However, scaling these support
presents logistical and financial barriers due to time
and resource constraints. Recent advances in NLP
technologies offer promising solutions for
addressing these scalability challenges. NLP tools
capable of analyzing classroom discourse and
generating automated feedback represent an
emerging approach to supporting teaching
practices at scale [10, 15].

Multiple research teams have developed
text-based classification models using transformer
architectures to analyze classroom transcripts.
These studies demonstrate the feasibility of
automated classroom discourse analysis across
different instructional contexts and pedagogical
practices. Alic et al. [1] fine-tuned a RoBERTa-
based model with paired teacher-student utterances
for binary classification of focusing questions,
achieving an F1 score of 0.501. Suresh et al. [24,
25] trained a RoBERTa-base model to classify
teacher utterances into one of ten math talk moves,
incorporating surrounding transcript lines as
context, and achieved an average F1 score of 0.79.
Similarly, Jensen et al. [17] fine-tuned BERT to
classify seven discourse-related teaching practices,
obtaining an average area under the curve (AUC)
of 0.84 across classifications.

2.2 Audio Classification

The studies mentioned above analyzed transcripts
of teacher speech, rather than classifying directly
from audio. Unlike text data, which consists of
discrete words and subwords easily tokenized
through dictionary lookup, audio data presents as a
continuous information stream. While previous
research has used feature engineering approaches
to extract information from classroom audio [11,
16, 23], the current study uses a modified form of
token classification approach that converts raw
audio into latent token embeddings. Whisper [20],
developed by OpenAl, is a sequence-to-sequence
transformer model for automatic speech
recognition (ASR). In the original architecture, the
encoder’s final hidden state feeds into a decoder



block that recursively generates text conditioned on
both the encoder’s final hidden state and previously
generated tokens. The model was trained on
680,000 hours of speech with transcripts, including
117,000 hours in 96 non-English languages. As a
result, Whisper achieves strong results in ASR and
translation tasks [20].

Recent interest in textless NLP has focused
on directly extracting semantic information from
the audio without intermediate transcription [14].
Although designed for ASR and translation,
multimodal sequence-to-sequence models show
promise for audio classification tasks. Ma et al.
[19] fine-tuned Whisper to generate label tokens,
effectively performing zero-shot audio sound event
classification. Classification can also be performed
by separating the Whisper encoder block and using
the final hidden state embeddings directly, as
demonstrated in predicting speech disorders such
as dysarthria [21] and stuttering [3]. In this audio
classification approach, the encoder’s final hidden
states pass through a projection layer into a
classification head that generates sequence
predictions.

2.3 Current Study

In this study, we develop an audio-only tool that
identifies classroom management practices in
teacher speech segments. Our approach uses a
three-state process using a modified Whisper
architecture. First, we detach the Whisper encoder
from the decoder and fine-tune it for latent token
classification, similar to text-based NLP token
classification, to predict the most probable teaching
practice in each 0.02-second audio window.
Second, we use these predictions to differentiate
segments containing teacher speech from non-
teacher speech segments. Finally, we use the
predictions from the Whisper encoder to perform
multi-label classification on teacher speech
segments to identify which specific classroom
management practices are present. The study
addresses two primary research questions:

RQ1: Can an audio-only model accurately
distinguish between teacher and non-teacher
speech in elementary classroom recordings?

RQ2: Can an audio-only model accurately identify
classroom management practices present within
teacher speech segments from elementary
classroom recordings?

3 Methods

3.1 Dataset

The dataset used to train the classification model
included 29.91 hours of audio recordings from 131
classroom sessions. The recordings were collected
from 28 teachers (15 general education, 13 special
education) across kindergarten through 4™-grade
classrooms. The sample included 6 male and 22
were female teachers. Teachers self-identified as
White (n=16), Black (n=7), Latinx (n=4), and
Biracial (n=1). Their average teaching experience
was 11 years (range = 1-30). Each teacher
contributed 4 to 5 recordings to the dataset. The
recordings from special education teachers
primarily consisted of small-group interventions,
while general education teachers recorded
themselves conducting whole-group instruction
with an average of 21 students per class.
The audio recordings were annotated for
10 specific teaching practices and two non-teacher
talk labels, organized into 6 broader categories
related to classroom management. The six
categories include instructional talk, social talk,
positive teacher-student interactions (i.e., specific
praise, general praise, and affirming correct student
responses), negative teacher-student interactions
(i.e., reprimands, redirections, and correcting
incorrect student responses), opportunities to
respond (OTRs) (i.e., academic and social demands
and questions) and non-teacher speech (e.g.,
student talk and prolonged instances of silence).
Each audio file was annotated by trained
labelers using Audacity [4], where labelers listened
to the complete recording and noted each
segment’s start and end times. This approach
allowed us to establish ground-truth boundaries for
each segment, enabling us to compare multiple
diarization tools and align with methods used in
systematic directional observation of classrooms
[18,29]. Since spoken language in classrooms does
not follow traditional written sentence structures,
annotators applied two stop rules to determine
segment boundaries: a shift to a new practice
category (e.g., a teacher transitioning from
providing instructional talk to asking a question,
signaling an opportunity to respond) or silence
lasting at least two seconds (e.g., a teacher pausing
mid-instructional talk to think). Table 1 displays
the count of each classroom practice in the full
dataset as well as aggregate statistics about their
durations. To ensure reliability, each recording was
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annotated by two independent labelers, followed
by consensus coding meetings to resolve
discrepancies. Inter-rater agreement (IRA) was
calculated using the Multi-Option Observation
System for Experimental Studies (MOOSES) [26],
with agreement defined as both labelers identifying
the same practice within a two-second window.
The average IRA across the 131 recordings was
74%, with most disagreements occurring around
segment start and end times rather than label
assignment.

duration (s.)

count mean std
Instructional Talk 5318  6.65 9.2
Social Talk 2477  3.52 3.8
Positive Interactions 2270 2.76 2.2
Corrective Interactions 981 3.25 2.7
Opportunity to Respond 5749  2.99 2.1
Non-teacher 9102 2.78 34

Table 1: Counts and durations of each classroom
management practice category

3.2 Training

We used the encoder stack of Whisper base [20], as
the foundation for a custom audio latent token
classification model. Figure 1 illustrates the
architecture of our modified version of the Whisper
encoder stack with the shapes of embedding
matrices listed on the bottom. The Whisper
preprocessor first uses fast Fourier transforms that
generate 80-channel log-mel spectrograms from 30
second segments of raw audio using 16 kHz
sampling, 25ms window length, and 10ms stride.
These spectrograms serve as input to two
convolutional layers with a filter width of 3 and
GELU activation function. The first layer maps the
80 spectrogram channels to embedding dimension
d = 768. The second layer uses a stride of 2 to
reduce the 3,000 windows to 7= 1,500 latent token
embeddings, each spanning 0.02 seconds.
Sinusoidal position embeddings are then added to
produce the final Txd dimensional hidden states
hio. 1 € R™ that define each layer's embedding
dimensionality in the encoder.

We first removed all audio files from nine
(31%) of the teachers as a hold-out test set to ensure
that the model generalizes to speakers outside of its
training set. We then split each audio file into
thirty-second clips with a fifteen-second overlap so
that the model would be exposed to all audio twice
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Figure 1: Architecture of the latent token classification
model with dimensionality of matrices

per epoch except for the first and last fifteen
seconds of the audio file. We included this overlap
to ensure that each timestep had at least 15 seconds
of previous context to inform the classification.
Thus, the final hidden state of the Whisper encoder
had a dimensionality of h;, € R™ where T is the
total number of time steps (i.e. 1,500) and d is the
embedding dimensionality (i.e. 768). On top of the
Whisper encoder block, we applied linear layers for
token classification. The first, a projector, reduced
the dimensionality from 768 to 256 and applied a
ReLU activation function. Finally, our
classification head further reduced the
dimensionality to six, our number of labels &, with
a sigmoid activation function. Therefore, the output
of the model had a dimensionality of j € RT*.

We used the Whisper encoder's output to
create target labels for training. For each 30-second
audio clip, we generated 1,500 target labels by
mapping the original hand-annotated labels to each
of the 1,500 timesteps ¢. At each timestep, we
identified the predominant label from the
annotations. The model's predictions were then
compared against these labels using cross-entropy
loss. We fine-tuned the model for six epochs using
the AdamW  optimizer.  Following the
specifications from the original Whisper training
[20], we used a leaming rate of 3.75e-05 and a
weight decay of 0.1.

3.3 Diarization

Our first goal was to correctly distinguish segments
of audio where the teacher was speaking from
segments of audio where the teacher was not
speaking (e.g. student speech, silence). For
inference, we first split the audio in the test set into
thirty-second clips, overlapping with a step of
fifteen seconds, as during training. We then used
our model to generate logits for each 0.02-second
window. Because of our method of splitting the
audio files into overlapping clips, all audio in a file
aside from the first and last 15 seconds is analyzed
twice. We therefore calculate final logits for each
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0.02-second window as the mean of the two
predictions. Finally, we take the maximum logit for
each window to determine the predicted class. If
the class is predicted to be anything other than one
of the classroom management practices, then we
classify it as non-teacher speech. Any classroom
management practice was classified as teacher
speech. We evaluated our success using a modified
diarization error rate (mDER), defined as:

Seconds of misclassified audio

mDER =
Total seconds

Due to the “noisy” nature of elementary classroom
environments, we noticed occasional very short
segments. To address this, we implemented a
minimum speaker turn length, merging segments
shorter than a certain threshold with adjacent
speech. We empirically determined the optimal
threshold length, by assessing mDER at minimum
length thresholds between 0.1 and 0.8. This
threshold optimization was conducted exclusively
on the training set to prevent information leak into
the test set.

Finally, we tested our diarization method
on the withheld test set, comparing our results
against other open-source diarization tools
including Pyannote [6] and SpeechBrain [22].
Unlike traditional diarization models that precisely
mark the start and stop boundaries of speech and
silence, our labeling scheme captures higher level
speaker turns. For example, if a teacher pauses
briefly during a classroom practice and then
continues, our label extends across the entire
segment rather than breaking it at the silence. This
distinction is particularly important when
comparing our approach to diarization tools
designed to detect precise speech boundaries.
These models segment speech with frequent breaks
and allow for speaker overlap, which is not
possible in our framework. Because our evaluation
metric is based on non-overlapping, high-level
speaker turns, other diarization models may be
penalized under our modified DER, even when
they have correctly identified what occurred in the
audio. For our use case, where we aim to broadly
classify whether a given segment of audio
represents teacher speech or non-teacher speech,
diarization serves primarily as a necessary
preprocessing step rather than an end goal. Our
segmentation approach is well-suited for our
application because it reduces noise from minor

pauses, interruptions, or overlapping speech that
are not critical to our analysis.

3.4 Classification

After diarizing the audio into teacher speech and
non-teacher speech, we used the logits computed
by the classification tool to identify all teacher
classroom practices present in each segment of
audio. Each segment was assigned a vector § €
R*! where K is equal to the number of classes. If
the model predicted the label for any of the 0.02-
second windows within that segment, its value was
predicted as 1, otherwise it was predicted as 0.
Similarly, if a label £ was present in a segment of
the target dataset, yx = 1 otherwise 0. We evaluated
success by calculating precision, recall, and fl
scores for each of the classes across all the
segments.

4 Results

4.1 Diarization Results

Modified Diarization Error Rate (mDER) vs. Threshold

Modified Diarization Error Rate (mDER)

04 65
Threshold (seconds)

Figure 2: Identifying optimal maximum segment
length for audio segmentation

Total ~ Teacher Non-
Tool mDER  mDER Tnfia)cé‘g
MASCoT-CP 0.086 0.06 0.149
Pyannote 0.264 0.29 0.196
SpeechBrain 0.324 0.28 0.438

Table 2: Modified Diarization Error Rate for
MASCoT-CP vs. other diarization systems

We first attempted to determine the optimal
minimum segment size. As Figure 2 shows, we
found 0.3 seconds to be the optimal minimum
segment length, and used this parameter for all
further experiments. Using the minimum segment
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length on our test set, we found an mDER of 0.086,
indicating that 8.6% of all audio segments were
misclassified. This outperformed other open source
diarization tools such as Pyannote (mDER = 0.264)
and SpeechBrain (mDER = 0.324). However, it
should be noted that our study does not take other
elements of diarization into account, such as voice
overlap and speaker identification. Table 2 shows
results from the three diarization tools.

4.2 Classification Results

Practice

Category n prec. recall F1
Instructional
2,011 0.627 0.509 0.562

Talk
Social Talk 1,222 0.334 0.548 0.415
Positive

. 757 0.556 0.528 0.542
Interactions
Corrective 512 0179 0221 0.198
Interactions
Opportunity 104 637 0528 0577
to Respond
Non-teacher 4360 0.875 0.55 0.675

mean 1,843.7 0.535 0.481 0.495

Table 3: Counts in test set and metrics for each
classroom practice

Once we had separated each audio file into teacher-
speech and non-teacher-speech segments, we
generated labels for each segment according to
whether a classroom practice was predicted in each
segment. Table 3 shows precision, recall, and fl
scores for each classroom practice, as well as the
number of occurrences of each classroom practice
in the test set. The model’s classification F1 scores
were above 0.4 for all classroom practices aside
from corrective, which may be a result of the low
prevalence of this practice. However, while praise
had a similarly low prevalence, the model was
much more likely to identify this classroom
practice correctly (F1 =0.542).

5 Discussion

In this study, we developed an audio-only tool
which uses a fine-tuned version of the Whisper
base model’s encoder stack to segment and classify

teacher speech for the classroom management
practices. We fine-tuned the model on a dataset of
almost 30 hours of classroom audio annotated by
expert raters for the start and end times of
classroom management practices. Finally, we
process the output of the model to identify
segments of teacher speech and classify the
classroom management practices in those
segments. This study demonstrates that models can
be trained to identify classroom practices with
reasonably performance levels without access to
text transcripts.

Our model effectively distinguishes
between teacher speech and non-teacher speech,
achieving a low misclassification rate of 8.6% - a
significant improvement over other open-source
diarization models. However, it is important to note
that other diarization models are not specifically
tuned for this task or classroom contexts. Our
approach differs from traditional diarization
methods, which precisely segment speech
boundaries and capture overlapping speakers.
Regardless, our results suggest that our model is
well-suited for automatic identification of teacher
speech in classroom recordings without requiring
prior training on individual teacher voices, making
it a practical alternative to traditional diarization
tools when the goal is classification of classroom
discourse rather than precise speaker diarization.

For classification performance, our tool
attained F1 values between 0.4 and 0.7 for all but
one teaching practice. The lowest F1 score of 0.2
occurred for corrective interactions, likely due to
the limited representation of this class in the
training dataset. With only 981 instances (3.8% of
the training dataset), correctives were the least
frequent classroom practice we labeled, potentially
limiting the model’s ability to learn robust patterns
for this category. While our classification accuracy
was lower than that of previous studies, reporting
F1 scores between 0.79 and 0.84 for multi-class
classification of teacher discourse moves [17, 25],
it is important to note that prior work relied on
hand-transcribed textual data. In contrast, our study
uses raw, noisy, audio-only data.

Our study was principally limited by the
relatively small sample size of only 30 hours from
28 teachers. We need to train our model on a larger
and more diverse labeled dataset to develop a tool
that generalizes effectively across diverse linguistic
environments. Additionally, while our results are
promising, given that they are derived directly from
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audio in naturally noisy classroom recordings, they
lag behind studies using clean text transcripts. One
potential solution is to integrate this audio model
into a larger multi-modal ensemble model that
leverages audio and transcripts to achieve higher
accuracy in identifying classroom practices.

6 Conclusion

In this study, we trained the encoder block of the
Whisper to predict classroom management
practices in small time windows of teacher speech.
We then used these predictions for two purposes:
segmenting audio into teacher speech and non-
teacher speech segments with high accuracy and
predicting which classroom management practices
were present in the segments with reasonably high
performance. These results demonstrate that it is
possible to classify classroom management
practices using textless NLP methods, even in
noisy classroom recordings.

While observation and feedback are
established methods for supporting teacher
development, their implementation is resource-
constrained, particularly in under-resourced
educational settings. Automatically identifying
teaching practices from authentically noisy audio
recordings can allow teachers to reflect and
improve their use of effective classroom
management practices. This can have significant
downstream effects on students' educational
experiences, particularly those with learning
differences and those in under-resourced settings.

This study contributes to advancements in
textless NLP and automated measurement of
classroom practices. Future research will build on
the audio-only model by integrating it with a text-
based classification approach using ASR-derived
transcripts, forming a multi-modal automatic
system for classifying classroom management
practices (MASCoT-CP). By combining transcript
analysis with prosodic and intonational features
from the audio-only model, we anticipate improved
accuracy in predicting teaching practices. This
potentially enhanced measurement capability
could be a foundation for developing automated
feedback tools that provide teachers with data-
driven insights into their classroom management
strengths and areas for reflection and growth.
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