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Abstract
This study examines the classification of AI-
generated clinical multiple-choice question
drafts as “helpful” or “non-helpful” starting
points. Expert judgments were analyzed, and
multiple classifiers were evaluated—including
feature-based models, fine-tuned transformers,
and few-shot prompting with GPT-4. Our find-
ings highlight the challenges and considera-
tions for evaluation methods of AI-generated
items in clinical test development.

1 Introduction

The development of high-quality standardized as-
sessments fundamentally depends on the availabil-
ity of well-crafted test items. As the demand
for more efficient and scalable item development
grows, many organizations are turning to large lan-
guage models (LLMs) to meet this need (LaFlair
et al., 2023; Song et al., 2025). LLMs offer the
promise of aiding the creation of items at scale
– increasing diversity and improving security by
eliminating item reuse. These benefits make LLMs
an attractive solution for organizations seeking to
streamline the assessment development process.

However, as LLMs become more widely used for
generating content across various domains, evaluat-
ing the quality of the generated output has become
increasingly critical to the usability of these mod-
els. Without a reliable and scalable method for
assessing quality, there is a risk of replacing one
bottleneck — manual content creation—with an-
other: sorting through a vast amount of content that
varies in quality. This issue is especially challeng-
ing in fields that require specialized expertise, such
as medical educational assessment, and in contexts
where there is no universal agreement among ex-
perts due to the nuanced and inherently subjective
nature of the criteria used to define high-quality
output. To fully harness the potential of LLMs in
generating exam items, it is essential to address
this evaluation bottleneck.

In this study, we present one of the first explo-
rations of automated evaluation of AI-generated
items in the clinical domain, using a dataset of 512
clinical multiple-choice questions (MCQs), each
rated by two experts. This work presents the fol-
lowing original contributions:

• We collect and analyze expert ratings of AI-
generated MCQs in the context of medical
education assessment.

• We evaluate a range of automated classifica-
tion metrics to determine how well they pre-
dict expert judgments, identifying which met-
rics align most closely with human assess-
ments; an error analysis aims to identify areas
where these automated metrics fall short.

• While primarily aimed at providing practi-
cal insights in assessment development, we
also discuss the implications of these findings
for the broader challenge of evaluating AI-
generated expert text, highlighting the need
for nuanced evaluation frameworks as genera-
tive AI becomes increasingly integrated into
professional workflows.

2 Related Work

Since the advent of LLMs, the medical community
has had a keen interest in exploring the medical
knowledge of LLMs (He et al., 2025; Singhal et al.,
2023; Tang et al., 2023; Yaneva et al., 2024; Zhou
et al., 2023) and generating MCQs that can be used
in medical education and assessments (Artsi et al.,
2024; Al Shuraiqi et al., 2024). The quality of
automatically generated MCQs has been evaluated
using a range of methods across multiple studies
(see Table 1 for a comparison).

Cheung et al. (2023) conducted a multinational
prospective study evaluating the quality of MCQs
produced by ChatGPT for graduate medical exami-
nations across Hong Kong, Singapore, Ireland, and
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Study Evaluation Dimensions Findings
Cheung et al. (2023) Appropriateness, Clarity, Rel-

evance, Discrimination, Exam
Suitability

No significant difference between AI- and
human-generated MCQs; AI scored slightly
lower in relevance (p = 0.04)

Klang et al. (2023) Accuracy, Terminology, Sensi-
tivity

0.5% of questions were false; 15% required re-
visions due to various inaccuracies

Agarwal et al. (2023) Validity, Difficulty, Reasoning ChatGPT produced the least difficult questions;
strong inter-rater reliability (κ ≥ 0.8)

Ayub et al. (2023) Accuracy, Complexity, Clarity Only 40% of AI-generated questions were suit-
able for ABD-AE preparation

Bedi et al. (2025) Distinguishability, Validity, Re-
viewer Consensus

64% of questions deemed valid; 51.8% distin-
guishability (random chance); reviewers took
3.2 min/question

Table 1: Summary of studies evaluating AI-generated medical MCQs

the United Kingdom. Five independent interna-
tional assessors evaluated questions based on five
domains: appropriateness, clarity and specificity,
relevance, discriminative power of alternatives, and
suitability for medical graduate examinations. The
study found no significant difference in overall
question quality between AI-generated and human-
authored questions, except in the relevance domain,
where AI-generated questions scored slightly lower
(AI: 7.56 ± 0.94 vs. human: 7.88 ± 0.52; p = 0.04).

In Klang et al. (2023), GPT-4 was utilized to gen-
erate MCQs for medical examinations. Specialist
physicians, blinded to the source of the questions,
evaluated them for mistakes and inaccuracies. The
study reported that only 0.5% of AI-generated ques-
tions required replacement, while 15% required re-
visions due to issues like outdated terminology and
demographic sensitivities.

Agarwal et al. (2023) assessed the applicabil-
ity of ChatGPT, Bard, and Bing in generating
reasoning-based MCQs in medical physiology.
Two physiologists rated the AI-generated questions
on validity, difficulty, and reasoning ability using
a 0-3 scale. ChatGPT produced the least difficult
questions, and all AI models showed limitations in
generating high-level reasoning questions. Inter-
rater reliability was high, with Cohen’s kappa (κ)
values ≥ 0.8 across all parameters.

In dermatology, Ayub et al. (2023) explored
ChatGPT’s potential in generating board-style ques-
tions. Two board-certified dermatologists con-
ducted a qualitative analysis of 40 AI-generated
questions, assessing accuracy, complexity, and clar-
ity. Only 40% of the questions were deemed accu-
rate and appropriate for American Board of Der-
matology Applied Exam (ABD-AE) preparation,
highlighting the need for expert oversight.

QUEST-AI (Bedi et al., 2025) is an AI system for
generating, verifying, and refining USMLE-style

items. Three physicians and two medical students
participated in a twofold assessment: distinguish-
ing between AI- and human-generated items and
evaluating the validity of AI-generated content. Par-
ticipants could only distinguish between the two
at a rate of 51.8%, suggesting indistinguishabil-
ity of AI-generated items. Furthermore, 64% of
AI-generated items were unanimously deemed cor-
rect by reviewers, while 36% were flagged for is-
sues like multiple correct answers or incorrect AI-
selected answers. The average review time per item
was 3.21 minutes, indicating efficiency advantages
over traditional question drafting.

Among these studies, only Bedi et al.’s (2025)
included automatic evaluation, in the form of an
ensemble of language models to automatically flag
flawed questions. None of the studies directly eval-
uated the AI-generated items in the context of op-
erational assessments.

The literature so far provides important insights
across a range of use cases, highlighting both the
promise and current challenges of AI-assisted item
development. However, the diversity in study de-
signs, evaluation rubrics, expert backgrounds, and
question types makes direct comparison across
studies difficult. Most studies rely on expert judg-
ment, while automated evaluation remains under-
explored, with only preliminary use by Bedi et al.
(2025). Our study is among the first to investigate
automated methods for evaluating AI-generated
medical questions, aiming to complement expert
review with scalable and consistent quality checks.

3 Data

The dataset used in this study comprises 512 clin-
ical MCQs generated by GPT-4-0314, aiming to
cover 26 topics across various clinical domains.
These include, but are not limited to, the respira-
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tory system, renal and urinary systems, obstetrics
and gynecology, behavioral disorders, and gastroen-
terology. The items were evaluated by ten subject
matter experts (SMEs), who were physicians with
extensive experience in writing clinical MCQs for
high-stakes standardized assessments. The evalua-
tion was organized such that each item was anno-
tated by two SMEs and each SME saw ≈100 items.
Additionally, the annotation was organized so that
5 pairs of SMEs that each shared the same domain
of expertise annotated the same set of items that
were grouped by topic. This paired assignment of
SMEs to topics was necessary due to the highly
technical nature of the MCQ content and a need to
ensure, to the extent possible, that the SMEs had
the right background to evaluate the items.

The SMEs were first shown an item stem (the
clinical scenario that presents the problem to be
solved) along with the key (the correct answer).
They were then given up to 12 distractors (incor-
rect answer options) and asked to select those that,
collectively, could form a partial or complete op-
tion set for the item. Following this selection, the
SMEs evaluated several aspects of the item drafts,
including their usefulness as starting points for de-
veloping items for a high-stakes clinical assess-
ment. Each draft was rated as either a Helpful
starting point (requiring relatively minor changes)
or a Non-Helpful starting point (requiring substan-
tive revisions). Optionally, SMEs also provided
rationales for their selections.

When providing their ratings, SMEs were in-
structed to label drafts as Helpful starting points if
only minimal revisions were needed. This included
small edits to the stem—such as adding, modifying,
or removing up to three minor history or exam de-
tails for accuracy, realism, or appropriateness—or
minor changes to the answer options, like adding a
distractor to complete a 4–5 option set with appro-
priate difficulty. Drafts requiring more substantive
revisions to the stem or answer options were to be
labeled Non-Helpful starting points. These guide-
lines were intended as reference points, with SMEs
encouraged to use their judgment in assessing the
overall effort required to finalize a draft. The in-
structions were presented both in writing and ver-
bally during a training session, where SMEs also
rated three sample items together. The discussion
with the SMEs revealed the limitations of rigid cri-
teria based on a specific number of item edits, as
SMEs noted that a single change can sometimes
require significant effort, while multiple superficial

Data Helpful Non-Helpful
Set 1 280 232
Set 2 280 68

Table 2: Distribution of helpful and non-helpful items
with (Set 1) and without (Set 2) SME disagreements.

edits may be quick and easy to implement.
This study focuses on developing an automated

evaluation of the quality of AI-generated drafts by
using the draft item as input and predicting the
labels assigned by the SMEs. These labels are de-
fined as follows: if both SMEs agreed that a draft
was a helpful starting point, it is labeled Helpful.
If at least one of the SMEs rated the draft as not
helpful, it is labeled Non-Helpful, because the sys-
tem should preferably reject any item draft that
could be labeled as Non-Helpful by human annota-
tors in order to streamline the review process. The
data distribution following this labeling method is
shown in Table 2 as Set 1. In a follow-up analysis,
we refine the label distribution by removing the
cases where the SMEs disagreed and consider only
item drafts that were labeled by both annotators as
either Helpful or Non-Helpful (Set 2 in Table 2).
As shown in the following sections, this reduces
labeling noise caused by rater disagreement but in-
troduces class imbalance, making the classification
task more challenging.

4 Analysis of Human Annotations

Overall, 70.8% of the individual annotations pro-
vided by the SMEs characterized the item as Help-
ful. However, the distribution of Helpful vs. Non-
Helpful annotations varied substantially across
raters with 47.1% Helpful ratings for the most
rigorous annotator and 88.8% Helpful ratings for
the most lenient annotator. These results suggest
that the SMEs had different subjective interpreta-
tions of the definitions of Helpful and Non-Helpful
provided in the annotation guidelines. The inter-
annotator agreement statistics provide additional
evidence for the challenging nature of the annota-
tion task. The overall inter-annotator exact agree-
ment was 67.1% and Cohen’s κ was 0.223. Across
the five pairs of raters that annotated the same sets
of items, exact agreement ranged from 52.0% to
73.3% and Cohen’s κ ranged from 0.078 to 0.376.

5 Automated Classification of Helpfulness

We conducted three types of automated classifica-
tion experiments to predict the helpfulness of gen-
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erated items based on the expert judgments. These
included: (1) a feature-based approach utilizing
interpretable features, (2) fine-tuned transformer
models, and (3) an LLM judge utilizing few-shot
learning with a focus on prompt engineering to
explore creative prompting strategies.

5.1 Feature-Based Classification

In our experiment with hand-crafted interpretable
features, we conducted a 5-fold cross-validation
experiment utilizing a Random Forest (RF) clas-
sifier implemented via the scikit-learn Python
library (Pedregosa et al., 2011). The models were
trained on two types of manually engineered fea-
tures: word count-based features and readability
metrics. The word count features captured surface-
level textual patterns such as the total word count
in the item stem, the number of words in the
key, the average word count between distractors,
and the maximum word count between distractors.
Readability was assessed using the Flesch-Kincaid
Grade Level and Flesch Reading Ease scores (Kin-
caid et al., 1975), which estimate the linguistic
complexity of the item content. These features
serve as an interpretable baseline intended to quan-
tify the extent to which surface characteristics such
as item length are predictive of the two classes.

5.2 Transformer Models

We performed a 5-fold cross-validation experiment
and fine-tuned three models: BERT-base-uncased,
DeBERTa-v3-base, and DeBERTa-v3-large from
HuggingFace (Wolf et al., 2020). The following
parameters are used to fine-tune all models: batch
size of 16, learning rate of 9e−6, 50 warmup steps,
and a weight decay of 0.01. The input to the models
consists of the stem, answer key, and distractor list,
each separated with a [SEP] token.

5.3 LLM as Judge with Few-shot Learning

We used GPT-4 (OpenAI et al., 2024) as a judge to
determine the helpfulness of the generated item
drafts. We employed few-shot prompting and
tested the following four distinct prompt designs
(refer to Appendix A for the complete prompts):

Simple Prompt: In this approach, we did not
provide detailed instructions to the LLM. We in-
structed the LLM to take the a role of a highly
knowledgeable medical educator, provided it with
two labeled examples (one Helpful item requiring
few edits and one Non-Helpful item requiring ma-
jor edits), and then asked it to classify a third item.

Criteria-Based Prompt: In this prompting strat-
egy, the LLM was prompted to act as a highly
knowledgeable medical educator and was given a
set of review criteria, including clarity, relevance,
validity, formatting, cognitive level, and statistical
usability. Similar to the simple prompt, two la-
beled examples were followed by a third item to
be classified. In this case, the model was explicitly
instructed not to provide an explanation.

Criteria-Based Prompt with Rationale: This
prompting strategy followed the structure of the
criteria-based prompt. In addition, the SME ratio-
nales for the example items in the prompt were
included, and the model was instructed to provide
a clear rationale for its decision.

Similarity-Based Prompt with Rationale:
Building on the third prompt, this version improved
the example selection process by choosing exam-
ples most similar to the target item. Similarity was
computed using cosine distance between sentence-
level vector embeddings of the items. The sen-
tence vectors were extracted from the sentence
transformer embedding model (Zhang et al., 2025).

6 Results

We evaluated all models using two metrics:
weighted F1-score and accuracy, with results pre-
sented in Table 3. For Set 1, which includes cases
that SMEs disagreed upon, the majority baseline
yielded an F1-score of 0.387 and an accuracy of
0.547. For Set 2, without SME disagreements, the
corresponding scores were 0.718 and 0.805.

Comparative analysis indicates that, while the
feature-based Random Forest classifier outper-
formed the baseline in terms of F1 score, it con-
sistently underperformed on the accuracy metric
across both sets. Notably, for all feature ablation
combinations, the classifier’s accuracy remained
below the majority baseline. Among the feature
sets, word count features achieved the best per-
formance, suggesting that item length provides a
predictive signal when modeling helpfulness. To
further investigate this relationship, we computed
the Pearson correlation between the helpfulness la-
bel and various hand-crafted features. Interestingly,
word count features did not exhibit a statistically
significant correlation with helpfulness. However,
the number of words in the item stem and the read-
ability measured via the Flesch Reading Ease score
showed a negative correlation (shown in Table 4).

The fine-tuned transformer models outperformed
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Set 1 Set 2
F1-score Accuracy F1-score Accuracy

Baseline Majority class 0.387 0.547 0.718 0.805

RF Word count features 0.505 0.506↓ 0.741 0.779↓
Readability features 0.479 0.482↓ 0.709↓ 0.747↓
All features 0.486 0.492↓ 0.739 0.796↓

Transformers
BERT 0.558 0.561 0.769 0.802↓
DeBERTa-base 0.589 0.604 0.718 0.805
DeBERTa-large 0.564 0.568 0.771 0.810

GPT-4

Simple Prompt 0.465 0.575 0.768 0.815
Criteria-Based Prompt 0.482 0.573 0.755 0.792↓
Criteria-Based Prompt w/ Rationale 0.537 0.586 0.742 0.754↓
Similarity-Based Prompt w/ Rationale 0.534 0.574 0.732 0.732↓

Table 3: Comparison of model performance using weighted F1-score and accuracy. Models that did not improve
over the baseline are marked with the ↓ symbol. The best performing models within each type are marked in bold.

Features Correlation P-val Range
Word Count

Stem -0.062 [0.093, 0.500]
Answer 0.015 [0.523, 0.798]
Avg. Distractor 0.022 [0.401, 0.974]
Max. Distractor 0.016 [0.481, 0.944]

Readability
Grade Level 0.053 [0.051, 0.813]
Reading Ease -0.062 [0.019*, 0.910]

Table 4: Average magnitudes and p-value ranges for
correlations between the helpfulness label and hand-
crafted features over 5-fold cross validation. *p < 0.05

the majority baseline, with the exception of BERT-
base-uncased on the accuracy metric. DeBERTa-
v3-base consistently outperformed both BERT-
base-uncased and DeBERTa-v3-large on Set 1,
which includes item drafts with discrepant SME
ratings. In contrast, DeBERTa-v3-large achieved
the best performance on Set 2, where item drafts
with discrepant ratings were removed.

When using GPT-4 to assess helpfulness, we
evaluated its performance both with and without ra-
tionale explanations. On Set 1, which includes item
drafts with discrepant SME ratings, the Criteria-
Based Prompt with Rationale outperformed all
prompting strategies. While the Similarity-Based
Prompt with Rationale yielded competitive results,
it did not surpass the performance of the Criteria-
Based Prompt with Rationale. In contrast, for Set 2,
with no discrepant SME ratings, the Simple Prompt
achieved the highest performance. The other three
prompts did not exceed the baseline accuracy on
Set 2, suggesting that in the absence of discrepancy,
GPT-4 performs best with simple prompts.

7 Error Analysis

The experiments presented in Section 6 show that
modeling draft helpfulness is a challenging task for

various classifiers. Our findings identify DeBERTa-
base and the Criteria-Based Prompt with Rationale
as the most effective approaches, which is why we
focus on these two models to further understand
their error patterns.

The confusion matrices in Appendix B show
that both the DeBERTa-base and GPT-4 models are
effective at recalling Helpful items—correctly iden-
tifying many of them as Helpful. However, both
models also exhibit a tendency to incorrectly clas-
sify Non-Helpful items as Helpful. We suspect our
labeling choice of marking items with annotator dis-
agreement as Non-Helpful may have contributed to
the misidentification. To better understand this ef-
fect, we analyzed how the models handled the items
marked by disagreement. Of the 164 such items,
DeBERTa-base predicted 103 (63%) as Helpful
and 61 (37%) as Non-Helpful. The GPT-4 model
using the criteria-based prompt with rationale pre-
dicted 126 (77%) as Helpful and only 38 (23%) as
Non-Helpful. These findings suggest that, although
items with discrepant ratings were labeled as Non-
helpful, the models exhibit a consistent bias toward
predicting them as Helpful.

To better understand why a Non-Helpful item
might have been labeled as Helpful, we examined
the comments provided by both human annotators
and the rationales generated by GPT-4 as part of
the Criteria-Based Prompt with Rationale. On av-
erage, GPT-4’s rationales were 4.6 times longer
than those written by humans. A qualitative anal-
ysis reveals that human annotators tend to focus
more on issues related to the stem of the question,
whereas GPT-4 emphasizes aspects of the distrac-
tors and the correct answer. Additionally, GPT-4
often describes items as clear, concise, and easy to
understand. Human rationales also contain highly
technical medical knowledge about flaws in the
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Human Rationale GPT-4 Rationale
Draft item seems to hint at diagnosis (medication
known to cause acute kidney injury, AKI), and
yet answer relates to hematuria and proteinuria,
which may or may not be seen in AKI. Also,
shortness of breath is not further elaborated on in
history or physical exam. If this is fluid overload
in setting of AKI, would likely have crackles or
lung findings. Draft item lacks focus and is not
necessarily aligned with indicated answer.

The question stem is clear, concise, and relevant to the intended
learning objectives. The options are unambiguous and easy to
understand. However, the correct answer should be revised to
match the format of the other options. Instead of "Proteinuria
and/or hematuria," the correct answer should be written as "Pro-
tein and hematuria." This change will make the correct answer
consistent with the other options and maintain the clarity of the
question. Additionally, the question matches the cognitive level
required for the audience and is free of bias and stereotypes.

Table 5: Human annotator rationale vs. GPT-4 rationale for an example where the item draft was labeled as
Non-Helpful by the SMEs but predicted as Helpful by GPT-4 using the Criteria-Based Prompt with Rationale.

item draft that the GPT-4 may not pick up.
Given that the items were generated by GPT-4

and are also being evaluated by GPT-4, this may
partly explain its tendency to find the items easier
to understand. Table 5 presents an example where
the item was labeled as Non-Helpful by human an-
notators but predicted as Helpful by GPT-4, along
with their respective rationales.

8 Discussion and Conclusion

This study investigated human and automated eval-
uations of AI-generated item drafts, intended to
serve as starting points for item development. The
results indicate that this is a challenging task for
both experts and machines. Despite our efforts to
mitigate variability—through detailed guidelines,
topic-to-rater matching, and a group calibration
exercise—inter-rater agreement remained modest.

A likely explanation lies in the inherently sub-
jective nature of the task. A given draft may evoke
different ideas and interpretations depending on
the item writer’s experience, domain-specific pref-
erences, or approaches to the item development
process. Writers may also vary in their thresholds
for what they perceive as a “substantive” effort
required to revise a draft. While future research
should further refine rating criteria and protocols,
the subjective nature of evaluating helpfulness is
unlikely to be eliminated entirely.

Turning to the automated evaluation, classifica-
tion models exhibited modest success. Even when
analysis was limited to instances where both raters
agreed—a subset of examples with arguably clearer
ground truth—the performance of the classifiers
remained moderate. One contributing factor was
class imbalance within the dataset (while this skew
affects supervised models, the GPT-4-based few-
shot prompting approach used a balanced set of
examples, mitigating this issue during inference).
Notably, rationale-augmented prompts improved

GPT-4’s performance in Set 1, suggesting that struc-
tured reasoning can help guide the model’s deci-
sions in more complex cases. However, in Set 2,
with no disputed labels, the simple prompt outper-
formed more elaborate versions—highlighting that,
in low-ambiguity scenarios, additional reasoning
may introduce unnecessary "cognitive" load and
reduce accuracy.

Several limitations warrant consideration. First,
the relatively small sample size constrains the gen-
eralizability of our findings. Model performance
may differ across item formats or subject areas
not represented in our dataset. There could also
be potential misalignments between item content
and rater expertise. For example, an item involv-
ing pediatric trauma may have been assigned to a
general pediatrician, whereas the underlying clin-
ical focus would have been more suitable for an
emergency physician. In addition, the choice of
particular specialists in this study were limited by
the item writer’s availability and addressing these
limitations in future work is important for obtaining
a more robust evaluation.

The practical aim of this study was to explore
whether automated evaluation methods could help
streamline the human review process. The extent to
which this goal was achieved remains open to inter-
pretation. On the one hand, several of the classifiers
outperformed baseline models and demonstrated
reasonable recall for identifying helpful items (in
other words, there is lower risk of discarding help-
ful drafts). However, the relatively low precision in
identifying unhelpful drafts—when combined with
subjective preferences— limits the utility of such
methods in practice. Further precision refinement
is needed before automated triaging can be consid-
ered a dependable aid in clinical test development.
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A LLM Prompts

Simple Prompt

System:
Here are 2 examples of medical MCQ
questions where the first example is
Non-helpful and the second example is
Helpful. Given a third example, your job is
to answer if it is Helpful or Non-helpful.

User:
Example 1: [example 1 question]
Answer: [example 1 answer]
Options: [example 1 options]
Label: Non-helpful

Example 2: [example 2 question]
Answer: [example 2 answer]
Options: [example 2 options]
Label: Helpful

Example 3: [test example question]
Answer: [test example answer]
Options: [test example options]

Is the third example Helpful or Non-helpful
?"

Criteria-Based Prompt

System:
You are a highly knowledgeable medical
educator and expert in medical exam
question design. Your task is to review a
set of Multiple Choice Questions (MCQs)
intended for a medical education platform.

Criteria:

- Clarity and Conciseness: Is the ques-
tion stem clear and concise, avoiding
unnecessary complexity? Are the options
unambiguous and easy to understand?

- Relevance and Focus: Does the question
align with the intended learning objec-
tives or topic? Is it free of irrelevant or
extraneous details that might confuse the
respondent?

Criteria-Based Prompt (Cont..)

- Answer Key Validity: Is the correct
answer clearly supported by the question
and defensible? Are distractors (incorrect
options) plausible but clearly incorrect?

- Formatting and Grammar: Is the question
grammatically correct, free of typos, and
formatted appropriately?

- Cognitive Level: Does the question match
the cognitive level (e.g., recall, application,
analysis) required for the audience or
context?

- Bias and Sensitivity: Is the question free
of bias, stereotypes, or language that might
disadvantage certain groups?

- Statistical Usability (Optional): Does the
question have characteristics likely to yield
good discrimination and difficulty levels if
data is available?

User:
Here are two examples of well-structured
MCQs where the first example is Non-
helpful and the second example is Helpful:

Example 1:
- Question: [example 1 question]
- Options: [example 1 options]
- Correct Answer: [example 1 answer]
- Label: Non-helpful

Example 2:
- Question: [example 2 question]
- Options: [example 2 options]
- Correct Answer: [example 2 answer]
- Label: Helpful

Now, classify the following question:

- Question: [test example question]
- Options: [test example options]
- Correct Answer: [test example answer]
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Criteria-Based Prompt (Cont..)

Instruction:
ONLY return one of the following labels:
- Non-helpful
- Helpful

Do **NOT** provide any additional
explanation.

Criteria-Based Prompt with Rationale

System:
You are a highly knowledgeable medical
educator and expert in medical exam
question design. Your task is to review a
set of Multiple Choice Questions (MCQs)
intended for a medical education platform.

Criteria:

- Clarity and Conciseness: Is the ques-
tion stem clear and concise, avoiding
unnecessary complexity? Are the options
unambiguous and easy to understand?

- Relevance and Focus: Does the question
align with the intended learning objec-
tives or topic? Is it free of irrelevant or
extraneous details that might confuse the
respondent?

- Answer Key Validity: Is the correct
answer clearly supported by the question
and defensible? Are distractors (incorrect
options) plausible but clearly incorrect?

- Formatting and Grammar: Is the question
grammatically correct, free of typos, and
formatted appropriately?

- Cognitive Level: Does the question match
the cognitive level (e.g., recall, application,
analysis) required for the audience or
context?

- Bias and Sensitivity: Is the question free
of bias, stereotypes, or language that might
disadvantage certain groups?

Criteria-Based Prompt with Rationale
(Cont..)

- Statistical Usability (Optional): Does the
question have characteristics likely to yield
good discrimination and difficulty levels if
data is available?

User:
Here are two examples of well-structured
MCQs where the first example is Non-
helpful and the second example is Helpful:

Example 1:
- Question: [example 1 question]
- Options: [example 1 options]
- Correct Answer: [example 1 answer]
- Label: Non-helpful
- Rationale: [example 1 rationale]

Example 2:
- Question: [example 2 question]
- Options: [example 2 options]
- Correct Answer: [example 2 answer]
- Label: Helpful
- Rationale: [example 2 rationale]

Now, classify the following question:

- Question: [test example question]
- Options: [test example options]
- Correct Answer: [test example answer]

Instruction:
ONLY return one of the following labels:
- Non-helpful
- Helpful

Provide a clear Rationale for your as-
sessment, highlighting any issues related to
the system criteria.
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