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Abstract

We evaluate linguistic proficiency of humans
and LLMs on pronoun resolution in Japanese,
using the Winograd Schema Challenge dataset.
Our main research question is whether task de-
mands and content effects affect performance
in these two target groups. First, we found
that in the baseline condition, humans outper-
form LLMs. This finding is consistent with the
observation that the language of evaluation is
important and that humans perform better than
LLMs in lower-resourced languages. Second,
we find strong evidence for the effect of task
demands in both humans and LLMs. As task
demands increase due to syntactic incongruen-
cies in the input, accuracy rates fall for both
groups. Third, we found evidence for content
effects. In the relevant condition, the content
of the scenarios referenced US culture, a fa-
vorable condition for LLMs and an adversarial
condition for Japanese speakers. We found that
LLMs outperformed humans, providing strong
evidence for content effects.

1 Introduction

Large Language Models (LLMs) display an im-
pressive set of abilities that require proficiency
in human language. They perform well on text
summarization (van Schaik and Pugh, 2024), trans-
lation (Wang et al., 2023), and writing (Herbold
et al., 2023). On many of these tasks, LLMs per-
form better than humans. For example, Herbold
et al. (2023) asked professional evaluators to assess
argumentative essays generated by ChatGPT and
by humans. The results suggested that the GPT-
generated essays consistently achieved higher rank-
ings and were deemed by experts to be of higher
quality.

These results are encouraging. However, when
LLMs are evaluated on seemingly simpler tasks
targeting basic linguistic proficiency, such as the
ability to distinguish grammatical sentences from
ungrammatical, or meaningful expressions from
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nonsensical, the results are mixed. Dentella et al.
(2024) found that the ability of LLMs to decide
whether a sentence is grammatical is much worse
than that of humans. While GPT-4 achieved sig-
nificantly higher accuracy, LLMs performed at the
chance level when results were averaged across
all tested models. Moreover, LLM responses dis-
played errors that humans would never make. The
authors concluded that LLLMs’ understanding and
performance on tasks involving grammar is not
human-like (cf. also Katzir, 2023). In another
study, Riccardi et al. (2024) evaluated the ability
of LLMs to detect whether a two-word combina-
tion is meaningful (baby clothes) or nonsensical
(clothes baby). In humans, this judgement requires
knowledge of syntax and semantics. The right-
most word is the syntactic head, and it determines
the meaning of the construction: baby clothes are a
type of clothes. The same rule would make clothes
baby nonsensical. Riccardi et al. (2024) found that
even the most advanced models, such as GPT-4,
performed poorly compared to humans. One inter-
esting tendency was for LLMs to err on the side of
interpreting nonsensical phrases as meaningful.
The discrepancies between LLMs and humans
on basic linguistic tasks have implications for LLM
integration in everyday life. There are many ap-
plied contexts in which it is highly desirable for
LLM:s to behave similarly to humans with respect
to language understanding. For example, if LLMs’
abilities are leveraged in educational contexts to
provide feedback on children’s writing or on L2
learners’ essays, LLMs’ assessment of what is
grammatical and what is not should parallel the
assessment of human experts. Riccardi et al. (2024)
identified similar challenges for a workplace con-
text. If the task description or a request does not
make sense, be it due to human error or malicious
intent, LLMs should behave like a professional hu-
man expert would — by asking for clarification or
by denying the request, not by interpreting it as
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sensible across the board, a tendency that LLMs in
their study displayed.

Studies that found performance differences be-
tween LLMs and humans on basic linguistic tasks
were criticized for using evaluation methods that
disadvantage LLMs (Lampinen, 2024; Hu et al.,
2024). For example, Lampinen (2024) found
that when LLMs are provided with a sufficient
number of examples as part of the prompt, they
achieve human-like performance when distinguish-
ing grammatical sentences from ungrammatical
sentences. Another criticism pertained to the use of
metalinguistic prompts, which disadvantage LLMs
(Hu et al., 2024). These authors argue that subpar
performance should not be interpreted as lack of
competence. In fact, studies suggest that LLMs
and humans perform similarly on tasks that target
basic linguistic proficiency. Hu and Frank (2024)
argue that increasing the task demand can lead to
lower accuracy in LLMs, just like an increased cog-
nitive load leads to worse performance in humans.
Lampinen (2024), focusing on reasoning tasks, also
found that the content of the task can either facil-
itate or hinder performance, and that humans and
LLMs show similar content effects.

Our work continues the line of research eval-
vating LLMs performance vis-a-vis humans on
tasks requiring linguistic proficiency. To address
the most recent debate about the effect of task
demand and content on LLMs and humans, we
evaluate their performance as we manipulate these
conditions. Unlike previous studies, we focus on
Japanese.

2 Evaluating Linguistic Proficiency With
the Winograd Schema Challenge

2.1 The Winograd Schema Challenge as a
Test of Linguistic Proficiency

In this study we use the Winograd Schema Chal-
lenge (WSC). The WSC was originally designed
to evaluate machine intelligence as an alternative
to the Turing test (Levesque et al., 2012). However,
despite its promise and widespread application as a
benchmark for commonsense reasoning, it is now
generally acknowledged in the literature that the
test falls short of assessing machine intelligence
(Kocijan et al., 2023). At best, it is a test of linguis-
tic proficiency (Browning and LeCun, 2023), and
we use it as such.

The test consists of different scenarios, each of
which has a pair of sentences. The classic example

in (1) shows that each sentence introduces two enti-
ties, the city councilmen (A) and the demonstrators
(B), and includes an ambiguous pronoun they that
refers to one of the entities. The task is to estab-
lish the correct referent for the pronoun. We refer
to this task as pronoun resolution. The interpreta-
tion of the pronoun arises from the meaning of the
words fear/advocate. In the first sentence, the state
of fear is attributed to the city councilmen (they =
city councilmen), and in the second example, the
action of advocating violence is attributed to the
demonstrators (they = demonstrators).

(1a) The city councilmen (A) refused
the demonstrators (B) a permit because
they feared violence.

(1b) The city councilmen (A) refused
the demonstrators (B) a permit because
they advocated violence.

The authors of the WSC assumed that humans
would perform at an accuracy level close to 100%
(Levesque et al., 2012). Empirical studies revealed
a different picture. Bender (2015) showed that
human participants achieve 92% accuracy on well-
crafted WSC sentences in English. Participants
reported several difficulties, including unfamiliar-
ity with certain concepts, such as crop duster or
bassinet. Unfamiliar words and concepts can lead
to an increase in task demand and possibly lower ac-
curacy rates. Moreover, the content of the question
and whether it aligns with or contradicts partici-
pants’ expectations and personal experience can
also have an effect on accuracy. In one of the sce-
narios, oatmeal cookies were preferred to chocolate
cookies. Some participants found this unnatural
and chose chocolate cookies as the answer to the
pronoun resolution task, even though this incorrect
answer contradicted information in the scenario
(see Bender (2015) for discussion).

When LLMs were evaluated on the original
WSC datasets, they performed worse than humans.
However, training on larger datasets and fine-tuning
helped. Language models gradually reached an ac-
curacy of 90% (Sakaguchi et al., 2021). The most
recent LLMs perform at 94% accuracy levels when
evaluated in English (Artkaew, 2025).

2.2 The WSC in Other Languages: Human
and LLM Performance

As the use of the WSC for evaluation benchmarks
grew in popularity, the original WSC datasets de-
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veloped for English were translated into other lan-
guages. However, translations to typologically dif-
ferent languages proved to be challenging. One set
of difficulties pertained to typological and gram-
matical differences between the source language
(English) and other target languages. English does
not encode grammatical gender, animacy, or for-
mality levels, and this presents a translation chal-
lenge. Research teams approached these challenges
in varying ways. For example, when translating the
WSC to French, Amsili and Seminck (2017) made
changes to the original examples to achieve natu-
ralness. The same strategy is reported by Artkaew
(2025) for Thai. On the other hand, the authors of
the Japanese Winograd Schema Challenge, WSCR-
ja, noted that some translations resulted in ungram-
matical examples due to structural differences be-
tween English and Japanese, but they decided to
keep the examples in the dataset (Shibata et al.,
2015).

Another translation difficulty pertains to cultural
knowledge. Artkaew (2025) observed that an En-
glish scenario about playing cards uses the expres-
sion ‘run of good luck’, which is not natural in
Thai. Another example pertained to a game of tag
and how the chaser can be identified. In both cases,
Artkaew (2025) chose to modify the original sce-
narios to make them more culturally appropriate. In
their discussion of the Japanese WSC, Shibata et al.
(2015) also acknowledged culturally inappropriate
examples.

Comparison between human performance on the
translated sets and human performance on the com-
parable dataset in English reveals differences in
accuracy rates. Artkaew (2025) found that humans
achieve 88% accuracy on the Thai WSC, which is
lower than the 92% accuracy level reported for the
English WSC (cf. Bender, 2015). Artkaew (2025)
suggests that these differences should be attributed
to translation effects and the difficulty of adapting
scenarios from English to other languages.

There are also interesting differences in how lan-
guage models perform on translated datasets com-
pared to models evaluated on the original English
datasets. Hashimoto et al. (2023) use the WSCR-
ja by Shibata et al. (2015) to fine-tune BERT, a
language model. Model fine-tuning helps increase
accuracy on certain tasks, such as pronoun resolu-
tion. They found that the accuracy level increased
from 57% to 58%, a modest gain. In comparison,
fine-tuning the English model on the corresponding
dataset in English leads to more significant gains.

In the case of model evaluation, different factors
might affect performance, including model size and
architecture. Hashimoto et al. (2023) explicitly dis-
cuss the quality of the translated examples in the
WSCR-ja, including cases of mistranslation, unfa-
miliar words, and cultural concepts, as a possible
reason for smaller accuracy gains of their model af-
ter fine-tuning on the WSCR-ja. Results of evaluat-
ing more recent models on translated WSC datasets
also show that they underperform compared to the
base rate for English models. Artkaew (2025) re-
ports that the accuracy of the best performing LLM
on the Thai WSC is only 79.65% (Claude-3-Opus),
compared to 94% on the English WSC.

3 Study

In this study, we use the WSC in Japanese to eval-
uvate LLM and human performance on pronoun
resolution. We focus on three conditions: (i) the
baseline condition, (ii) a condition that manipulates
task demands and (iii) a condition that manipulates
content effects. The results on the baseline con-
dition allow us to establish how LLMs perform
vis-a-vis humans in the default setting. The null
hypothesis is that LLM performance will parallel
human performance. In the condition that manip-
ulates task demands, we create adversarial condi-
tions for both humans and LLLMs and predict that
this will negatively affect their performance. In the
condition that manipulates content effects, we cre-
ate favorable conditions for LLLMs but adversarial
conditions for humans, and we expect that it will
increase LLM accuracy rates.

3.1 Materials

Our stimuli are derived from the WSCR-ja set (Shi-
bata et al., 2015). This dataset is a translation of
the Definite Pronoun Resolution (DPR) set (Rah-
man and Ng, 2012). Unlike other WSC datasets,
the DPR set scenarios were crowdsourced from
undergraduate students in the US and many of the
original criteria of the test were relaxed. WSCR-ja
consists of 941 question pairs which are split into
a train set (659 pairs) and a test set (282 pairs).
We performed a qualitative analysis of the entire
WSCR-ja test set. Consistent with the observations
in the previous literature, we found that the data
was not homogeneous. In addition to grammatical
and well-formed sentences, there were ungrammat-
ical sentences and scenarios that reference cultural
concepts that might not be familiar to Japanese
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speakers with limited experience of US culture.
The US cultural references are a carry-over from
the original dataset and the translated dataset re-
flects the cultural background of the content cre-
ators. These different categories of data correspond
to the three conditions we define below. In ad-
dition, we noticed substantial variation between
stimuli. Some stimuli were syntactically complex,
or had multiple pronouns and/or referents with non-
core grammatical roles (indirect object or object
of preposition). Since all these factors can affect
performance on pronoun resolution (Kehler et al.,
2008), we excluded such items from consideration.
(See Appendix A.1 for examples of rejected stimuli
and explanations for rejection). Based on our qual-
itative analysis, we formulated specific criteria for
selecting stimuli for the three conditions and vali-
dated selected examples and their appropriateness
for each condition with a linguistic consultant, a
native speaker of Japanese. For each condition, we
selected five scenarios for a total of ten sentences
per condition. See Appendix A.2 for the full list of
stimuli.

3.1.1 The ‘Good’ Condition

The baseline condition measures the performance
on the pronoun resolution task in the absence of
any other interfering factors. The stimuli in this
condition adhered to the original considerations for
the WSC dataset (Levesque et al., 2012). Specif-
ically, subjects should not be able to induce cor-
rect answers based on selectional restrictions or
word co-occurrence statistics. The scenario in (2)
(from Kocijan et al., 2023) violates the selectional
criteria rule since only women can be pregnant
and only pills can be carcinogenic. The choice of
the correct referent becomes trivial in this context.
The scenario in (3) is ruled out based on statisti-
cal co-occurrence considerations (racecar and fast
frequently co-occur)(from Kocijan et al., 2023).

(2) The women stopped taking
the pills because they were [preg-
nant/carcinogenic].

(3) The racecar zoomed by the school
bus because it was going so [fast/slow].

(4) is an example scenario selected for this cate-
gory.
(4a) > 3 —ET7 VL KD RWEY H
T5, HIIHELS Y v 7 —Z %
U557, ‘Joe smells better than

Adam since he showers regularly.’

(4by > 3 —1IT7 IV L KRN
HEIT S, IOy v T —
TR\ 52, Joe smells
better than Adam since he hardly ever
showers.’

3.1.2 The ‘Grammar’ Condition

The stimuli in this condition are designed to mea-
sure the effect of task demand on performance.
There are different ways to manipulate task de-
mand, but here we focus on the effect of grammar.
Specifically, we hypothesized that syntactically in-
congruent stimuli will increase task demand and
reduce accuracy rates. Scenarios were selected for
the ‘grammar’ condition if at least one sentence in
the pair is grammatically unacceptable or has been
mistranslated so that the meaning is significantly
different. Sentences may also not adhere to the
original WSC constraints. (5) is an example set
from this scenario. While the pronoun she might
be an acceptable pronoun for a car in English, this
is not the case for Japanese, resulting in (5a) being
ungrammatical.

(Sa) > = FHWwWhR>avEz
B L &5 & L7z, 13304
HHEICIYMATHT S 2
2y 972,  “Sheila tried to
repair the old jalopy, even though she
had not worked on cars in three decades.’

Gb) > —JF TR VHEH
ZEML XD &Lz BIOdB306ED
T smicyhins 372,

‘Sheila tried to repair the old jalopy, even
though she had not run in three decades.’

3.1.3 The ‘Culture’ Condition

This condition is designed to test content effects on
performance. Familiarity with specific cultural con-
cepts as well as the lack thereof can affect accuracy
ratings. For this condition, we selected scenarios
that referenced US cultural concepts. We hypoth-
esized that such scenarios will align with LLMs’
competence, thus boosting their performance, but
would disadvantage Japanese speakers. (6) is an
example scenario selected for this category. In this
scenario, ‘Autobot’, ‘Decepticon’ and the world
of the Transformers movies are references from
US pop culture, which might not be familiar to
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speakers of Japanese. While an English speaker
unfamiliar with Transformers may be able to asso-
ciate ‘Decepticon’ with evil motives because of the
similarity to ‘deceive’, Japanese speakers may not
benefit from this clue.

(6a) F—hk Ry NITETT 13>
ZRVWIEH XD T 5, moldH
KON FHICES T e =dY
A TWBED]Z,  ‘The Autobots try to
stop the Decepticons since they want the
world to live in peace.’

(6b) A —h Ry P ITEL7T 13
vERAEVWIED XY ET S, EoIT
HRZWIEL 20> TV B 05
72.  ‘The Autobots try to stop the
Decepticons since they want to destroy
the world.’

3.2 Participants

23 native Japanese speakers participated in the
study. Participants were recruited via academic
snowballing in Japan with two starting nodes. The
average age was 29. Nine participants were male,
eight were female and six did not state their sex.

3.3 Design and Procedure

Human participants accessed the survey hosted
on Qualtrics via an anonymized link. They pro-
vided consent to participate in research and con-
firmed that they were of age and native speakers of
Japanese. The participants saw 30 questions that
tested their performance on the pronoun resolution
task.! Participants saw the stimuli presented in
random order and had to pick one of two answer
options. The answer options were also presented
in random order. There were no filler items, and
participants were not given any training examples
to maintain consistency with the LLMs’ evaluation
format. Task instructions and an example question
can be found in Appendix A.3.

3.3.1 Collecting Data From LLMs

Our LLM data came from the responses of the GPT-
40 model, the most advanced LLLM at the time of
research, collected from the OpenAl API. We chose
the API rather than the chat interface because it al-
lows us to control the model parameters (GPT-40,
temperature=1). We used the same design as in the

'We also collected naturalness judgements and recorded
reaction time, but these data are not the main focus of the

paper.

study with human participants. The same stimuli
were submitted to the OpenAl API. The order of
questions and order of answers were randomized.
We ran the code 30 times. Recent studies empha-
size the need for a ‘fair’ evaluation of humans and
machines with the emphasis on the same training
and conditions for both groups (Lampinen, 2024).
We follow this recommendation here. LLMs were
evaluated zero-shot, and humans did not receive
any prior training.

3.4 Results

We coded all correct answers as 1 and all incorrect
answers as 0 for both humans and LLMs. Com-
parison of the means showed that in the ‘good’
condition, humans outperformed GPT-40 on the
pronoun resolution task (Mgood_human = 0.92;
Mgooa_apr = 0.79). In the ‘grammar’ con-
dition, humans and LLMs performed similarly
(Mgrammar_human = 0.63; Mgrammar_GPT =
0.61), and in the ‘culture’ condition, GPT-40
outperformed humans (Mcyiture human = 0.92;
Mcuiture_apr = 0.97). The means and standard
deviations are shown in Table 1.

To analyze the data, we applied a mixed-
effects model, using the “ImerTest” package in R
(Kuznetsova et al., 2017). Subject id and question
were entered as random intercepts, while condition
(good, grammar, culture) and source (human, GPT)
were entered as fixed factors. The statistical anal-
ysis revealed a significant interaction between the
two fixed factors (z(1523) = 2.68, p<.01). Follow-
up tests showed that the statistical interaction was
coming from the better performance of humans in
the good condition (z(506) = 4.95, p<.001) and the
better performance of GPT-40 in the culture condi-
tion (z(511) = -2-53, p<.05). The results from the
study are presented in Figure 1.

3.5 Discussion

We observe that the overall accuracy (83%) dis-
played by human subjects in Japanese is lower than
that reported for humans in English (92%). While
this aligns with the lower accuracy levels reported
for Thai (88%), it is important to point out that hu-
man performance in our study varies significantly
depending on the condition. On well-formed gram-
matical examples in the baseline condition, the
accuracy rates are 92%, similar to what is reported
for English. Our study reveals that the translated
dataset is not homogeneous and that examples with
syntactic incongruencies can dramatically affect
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GPT-40

Humans
Good M=0.92 (SD=0.13)
Grammar M=0.63 (SD=0.44)
Culture  M=0.92 (SD=0.08)
Overall M=0.83 (SD=0.30)

M=0.78 (SD=0.35)
M=0.61 (SD=0.51)
M=0.97 (SD=0.08)
M=0.79 (SD=0.38)

Table 1: Means and standard deviations for humans and GPT-40 across the three conditions

Accuracy by Condition and Source
1.00 * %%

0.75

source

. gpt
. human

Accuracy
o
P
o

0.25

0.00

culture good
Conditions

grammar

Figure 1: Accuracy of human and GPT judgements as
a function of condition. Humans outperformed GPT
in the ‘good’ condition, while the pattern was reversed
for the ‘culture’ condition. No statistical difference
was observed in the ‘grammar’ condition, where both
sources performed poorly. The error bars represent +/-1
standard error. The significance tests are based on a
mixed-effect model: * p<0.05, *** p<.001.

accuracy rates. These factors should be taken into
account when evaluating either humans or LLMs
on translated datasets.

Another implication from our study pertains to
the potential applications of LLMs in contexts that
require proficiency in Japanese. Previous studies
have discussed leveraging LL.Ms’ knowledge of
Japanese in educational contexts for student writ-
ing assessment (Li and Liu, 2024, Takeuchi and
Okgetheng, 2024) or example sentence generation
(Benedetti et al., 2024). Our study demonstrates
that the most advanced language models, such as
GPT-40, perform similarly to humans on tasks
that require linguistic proficiency, which opens the
opportunity for their integration in everyday life.
However, the findings by Riccardi et al. (2024)
that LLLMs tend to interpret nonsensical input as
meaningful, suggest that we should be cautious
in applying them not only in language education

contexts, but also in other linguistic tasks, such as
text summarization (Gu et al., 2024) and annotation
(Nishikawa and Koshiba, 2024).

Finally, we note that more insights could be
gained from a systematic analysis of LLM mistakes.
While this is outside of the scope of this paper, fu-
ture work should look at these trends in more detail
and compare the capabilities of different models,
particularly those fine-tuned for Japanese.

4 Conclusions

In this study we compared the performance of
LLMs and humans on a pronoun resolution task.
We manipulated task demands and content effects
and compared how they affect LLMs and humans.
We found that in the baseline condition, humans
outperform GPT-40. These findings align with the
results in Reese and Smirnova (2024) for Japanese,
and with the results for Thai reported in Artkaew
(2025). They suggest that in lower-resourced lan-
guages, humans still perform better than LLMs,
even when competing with the most advanced mod-
els, such as GPT-4o.

Our results also provide evidence for task de-
mands and content effects. In the relevant con-
dition, task demands increased because of incon-
gruent syntax/bad grammar. This manipulation
negatively affected both human and LLM perfor-
mance. Our results align with the observation in Hu
and Frank (2024), who demonstrated that as task
demands increase, LLM performance suffers, by
analogy to how increased cognitive load in humans
leads to reduced accuracy.

We manipulated content effects through cultural
references. We selected scenarios with US cultural
references, thus creating favorable conditions for
LLMs, which were likely exposed to this informa-
tion during training, and adversarial conditions for
humans, as Japanese speakers might not be familiar
with these references. We found that the changes
in performance followed our predictions. In this
condition, LLMs outperformed humans, providing
evidence for content effects.
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A Appendices

A.1 Examples of Rejected Items

Rejected Item: ) F ¥ — R I 7 —/ > [Fiak
HZz# L7z, RoOWEPTFoNs X DI,
Richard blackmailed Senator Carson so that his
silence would be secured.

Reason for Rejection: This item was considered
for the good category, but rejected based on the in-
tuition of our Japanese native speaking consultant
that YLEX, silence, is used in an unnatural way.

Rejected Item: NZ |2 DWW T O FIC &
L. TNHICE>TE 7 Lo KREBMCK
h*D\y/z, The article about the fires said that
they torched most of Seattle.

Reason for Rejection: This item was considered
for the syntax category but was rejected because
while ‘the article’ has the syntactic function of
subject, ‘the fires’ is neither the subject nor the
object of the first clause.

Rejected Item: /" — "7 ¢ — -« T > b |38
NekolzlZzNy hvrognicd
5, IR zRE LT sznrs iz
Harvey Dent blames the Batman for losing his love
because he did not save her.

Reason for Rejection: This item was considered
for the culture category, but was rejected because
there are multiple pronouns in the second clause.

Rejected Item: £\ 7= 513 AR IC R Y = 5
27z, TNOMEL W =672, We gave
the fruit to the humans because they were ripe.
Reason for Rejection: This item was rejected
because in Japanese, it has a selectional clue to
the answer. < 11, it, can only be used to refer to
inanimate objects.

Rejected Item: i Az 88 5 /=, 5
IZFFE(EL TV /=72, The cats attacked the
humans because they were feral.

Reason for Rejection: This item was rejected
because it can be solved by co-occurrence statistics.
The adjective feral is more often associated with
cats than humans.

A.2 List of Stimuli
Good Category Stimuli

FEHROTN= M EIFEADOT N=F XY
HEN., TN sTzhoE, ®
o215 5T h? The off-campus
apartments were preferred to the on-campus
apartments because they were cheaper. Which
were cheaper?

Answer: “ZH8ho 7 o)X — |~ the off-campus
apartments

FEHDOTN= M IEFERNDOT N =K kD
HEN., TNOOENEP >TSS R, &
o723 EH S5 TT h Y The off-campus
apartments were preferred to the on-campus
apartments because they were more expensive.
Which were more expensive?

Answer: “Z [ ® 77 /X — | the on-campus
apartments

Pa—3EITILEVERVWEY TS,
ITHE? S Y v 7 =% 050572, H
HhroL v 7 =2 503 TT»?
Joe smells better than Adam since he showers
regularly. Who showers regularly?

Answer: > 3 — Joe

CI—W3TILEVRVWEYNT S,
IO 7ZICs ¥ T —ZIR BV H 2,
D-2IC ¥ T —ZRUBTVDITHETT I ?
Joe smells better than Adam since he hardly ever
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showers. Who hardly ever showers?
Answer: 7 ¥ 2\ Adam

Py sdyary e ELEEL L,
NI ZREATZ. N e DA ZOLEETT
h>?? Jack got more votes than John because the
people liked him. Who did the people like?
Answer: 2 ¥ v 7 Jack

Sy Y3y N ELEEL L.
Ne 3zt Ezan 7. NeblfEn
h > 72D 1LEETT 2 Jack got more votes
than John because the people did not like him.
Who did the people not like?

Answer: > 3 > John

TTLETL Y= REFICK
L7z, £ CTRIEHED=OICHEREZE -
oo BEDOICHEREZE > T=DILHMTT
h*? Adam failed to kill Alexander, so he hired
an assassin for the second attempt. Who hired an
assassin for the second attempt?

Answer: 7 ¥ .\ Adam

TYLIETL Y Y=o kFEICKN
L7z. T CTCRITHEZENTRT 4 — 47—
REE -7, BEERNTRET 4 —H—k
ZIE > 7=PIXETT H?  Adam failed to kill
Alexander, so he hired a bodygaurd in case of a
second attempt. Who hired a bodyguard in case of

a second attempt?
Answer: 7L 7 ¥ > ¥ — Alexander

h=—Wld z7ZFm-o7. BIIFMX
Wieh s 7272, Fnieh s ol Ty
h>*? Tony helped Jeff because he wanted to help.
Who wanted to help?

Answer: ~ =— Tony

h=—Eyz7Z2FMm-7k. I T
F NI TE o Fo B 72 TN B2 5 72
DL TT 2 Tony helped Jeff because he
needed help. Who needed help?

Answer: > = 7 Jeff

Syntax Category Stimuli

Ny IR = IZE s . 2N
Bz XOICRAZ»S 2. BuldZ i<
F I ICRA DL TFH? The bat hit the
ball because it flew in the way of the trajectory.
What flew in the way of the trajectory?

Answer: /Y | the bat
Note from the translators: ;K —/L 3% 7 The ball
too?

Ny PIEIR =L ZIT 520 TR
MLENICH P> TESLIHICEARED
572, sl RAREICHE P TESLCS
ICE A7ZDIXMTF H? The bat hit the ball
because it flew straight at the poor animal. What
flew straight at the poor animal?

Answer: 5K — L the ball

=St wARaVEZEML X O
L7z POII30FEBHICID A TV E
o 7zIcVfiy S 772, 30FEBHICIN A T
WS 2nIZEHHTT T Sheila tried
to repair the old jalopy, even though she had not
worked on cars in three decades. Who had not
worked on cars in three years?

Answer: > — 7 Sheila

PSRy avHEZEBRL LD
E L7z BAOIB0FEDE-> TR 5 72ICd
o F72, 303 ESs T s =nld s
5T h? Sheila tried to repair the old jalopy,
even though she had not run in three decades. Who
had not run in three decades?

Answer: VYR > 3 H the old jalopy

DAZHERDbDELOOICAST. Th
XEKL -T2 n. ERL D 5 213
T3 H? The apple wine entered my mouth
because it tastes good. What tastes good?
Answer: ) A ' the apple wine

DAZHENRDbELOOICASTZ. T
T ar-seznrs. —HTidahr-s
=PI T3 H? The apple wine entered my
mouth because it was not full. What was not full?
Answer: H 7z L @ 0 my mouth

BHEEIZ AT 1IcttEERML -
el d 4> e a =& RS n iz, A
2T E S =DdEETT 2 The
employer offered Katie a job, because she liked
the interview. Who liked the interview?

Answer: [ H T the employer

BHEXZ AT I FREML .

RIS S 2N Bz o 2, fthic
U7 725 201dEETTH> 2 The employer
offered Katie a job, because she was a fit for the
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company. Who was a fit for the company?
Answer: 7 4 T 1 Katie

S Bl = S A S 48 5 /RN I b
HR 2 B P he a2 72 5 720 HR % B A hen &
725 7=?13HETT h 2 Joe crashed into Mike
because he needed a place to sleep. Who needed a
place to sleep?

Answer: > 3 — Joe

Ya—l3d v A IcHmREL L ITEE
NP oul T nsnnr-. HENE
TP O I LB S DL TT 2
Joe crashed into Mike and he had to pay for the
damage. Who had to pay for the damage?
Answer: 7 4 7 Mike

Note from translators: 3* 3 —C3% ? Could be
Joe too?

Culture Category Stimuli

TRV R ANT 4T RAEML
S PASIEN RS (BRI T T
h>‘? Watson beat Ken at Jeopardy because he is a
superior machine. Who is a superior machine?
Answer: 7 b */ 2 Watson

TRV R CENTaTC T ENL
e RIIE - AMErSE. Bz A
MJ1ZEE T3 h 2 Watson beat Ken at Jeopardy
because he is an inferior human. Who is an inferior
human?

Answer: 7> Ken

B -3 A5 7L Th I —ZHEML
=, HOHT AN ICITIEI DWW T =, JH D
DWW W=D TT H 2 Billy beat Tommy

at Scrabble because that newbie had all the luck.

Who had all the luck?
Answer: £ ') — Billy

) -3 A5 7L I—%EML
2o HOFANICIEIRE I GRS 2o,
RE/Ihs % > 5 1= 13 T9 > 7 Billy beat
Tommy at Scrabble because that newbie had no
skill. Who had no skill?

Answer: b I — Tommy

F—hrRy FMIITELT T 2RV
EHEI T35, FozttEo A ¢ v Fric
ESTIERYUATWEDE, HED A v
FRICES T2 EZYHUATHADILEHTT

h>*? The Autobots try to stop the Decepticons
since they want the world to live in peace. Who
wants the world to live in peace?

Answer: +— 5K v | the Autobots

r—brRybPEITETT 13> Z2AN
Ed & ET5. oI MARZHIEL 72005
Twapenlz, HRZEHHEL P> TNHS
DILHETT H 2 The Autobots try to stop the
Decepticons since they want to destroy the world.
Who wants to destroy the world?

Answer: T 7 75 1 1 the Decepticons

AT E Y 3 =i E R Tk
WHEE RS, K E L3 TT
h>? Mary likes Joe because she likes females.
Who likes females?

Answer: #* 77 ') Mary

AT VY 3 = E 2. KT A
WMo 2. ARINFEMZOILEETT
h>‘? Mary likes Joe because she has a cool name.
Who has a cool name?

Answer: > 3 — Joe

7T AL =ZTDOANDHF =2 — 3 —
JHONEY R, FS5icidonywy R hidh
LHZhn. NIy RIBEDITHETTN?
Californians are better than New Yorkers because
they have Hollywood. Who has Hollywood?
Answer: 77') 7 + L =7 d A Californians

H) T AL ZTDODANDHF=Z 2 —F —
JONED R, HSICIIREZ (> T<h
BN Ty RO DS 2, R Z
fE>T<NBNY ™Dy ROEH VLD
1XiE T H*? Californians are better than New
Yorkers because they do not have Hollywood lots
to produce movies. Who does not have Hollywood
to produce movies?

Answer: — = — 3 — 7 A\ New Yorkers

A.3 Task Instructions and Prompt Examples

Task Instructions for Human Participants:

2OPHARFHEOLFE . TDLED
NHEICHTHHME 22D E 2 b
FRINTVWET, 22DFEZDN
IEL WSS STREA T2,
EH50EZIRYELDONDBGE
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1. Ry EEbN S ZEAT
PSRN

You will be shown two Japanese sen-
tences and a question with two an-
swers about the content of the sentences.
Please choose the answer you think is
correct. If both options seem right,
please pick the one you think is the most
fitting.

BRERTA T« B2 RH LI, BEADRRICY>TDE>Teh BT,
The employer offered Katie a job, because she was a fit for the company.

R P e E> e DEHETIH?
Who was a fit for the company?
O 747+ Katie

O ERZ the employer

Figure 2: Example survey question shown to human
participants. (The English translation was not shown to
participants)

Example Prompt for GPT-40:

Japanese Prompt:

FHID T N= N IFHOT = &
N ENTZ. TNODTTNE DS T
oz, ROREZANPBTEZT
K3V, B2 HEEbH5TY
YA D T N— K BEENOT
IN— |k

English Translation:

The off-campus apartments were pre-
ferred to the on-campus apartments be-
cause they were cheaper. Answer the
following question with A or B. Which
were cheaper? A. The off campus apart-
ments B. The on campus apartments

(The English translation was not given in the
prompt.)
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