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Abstract

Integrating formative practice questions
with text content is a highly effective
learning method. Millions of Al-generated
formative practice questions, embedded in
thousands of publisher e-textbooks, are
now available to students in higher
education. This paper reviews findings
from a multi-year research program to
synthesize performance benchmarks for
automatically generated questions and
feedback derived from large-scale student
interaction data. In addition, we report
classroom-based applications that
demonstrate how these questions can
support learning when integrated into
instruction. A central contribution of this
review is to identify barriers to effectively
scaling student engagement with formative
practice, identifying both the successes of
automatic question generation systems and
the persistent challenges that must be
addressed to maximize their potential for
classroom impact.

1 Introduction

Formative practice has long been known to be
highly effective for learning for students of all ages,
but especially struggling students [1, 2]. Research
studying the relationship between integrating
formative practice with expository content and
learning outcomes in digital learning environments
found that doing practice was an average of six
times more effective for learning than just reading
[3, 4]. Called the doer effect, this learning science
principle was also shown to have a causal impact
on learning [4, 5]. Studies replicating the doer
effect in different learning environments confirmed
generalizability of this learning by doing approach
[6, 7]; however, bringing this method to more
students was a persistent challenge. Artificial

intelligence presented a solution to this challenge
as tools became robust enough to develop an
automatic question generation (AQG) pipeline
capable of generating millions of practice questions
in very little time. The primary objective of the
AQG system was to generate formative practice
and feedback to be placed alongside textbook
content in an ereader platform for use by students
in higher education contexts. After the release of
the automatically generated (AG) questions, years
of research looking at millions of student-question
interactions contributed to setting performance
metric benchmarks for AG questions and revealed
new insights into student behaviors and learning
[8-12].

The aim of this paper is twofold. First, we
synthesize findings from our multi-year program of
research on Al-generated formative practice
questions, highlighting both the technical
performance benchmarks and their impact in
classroom contexts. Second, we reflect on the
persistent challenges of effectively scaling student
engagement with formative practice, setting out a
forward-looking vision for integrating these tools
into everyday learning. By combining a review of
empirical results with an analysis of practical
barriers, we seek to show not only that Al-
generated practice can achieve comparable quality
to human-authored questions, but also how these
systems can maximize learning potential when
thoughtfully embedded into teaching and learning
environments.

In line with this dual focus, the paper is
organized to address both performance at scale and
applications in authentic classrooms. Performance
metrics drawn from millions of student-question
interactions establish validity and reliability of AG
questions,  while classroom-based  studies
demonstrate how instructor course policies and
student use patterns influence outcomes. Together,
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these complementary perspectives underscore how
AQG contributes to learning when implemented in
real-world educational settings and highlight the
remaining obstacles to broader adoption.

2  AQG Methods

The AQG system is designed to support students
with formative practice while engaging with
textbook material, and so to ensure the questions
are closely aligned to the source content, the AQG
system uses the textbook as the corpus for natural
language processing. Kurdi et al. [13]
recommended describing the system according to
level of wunderstanding and procedure of
transformation. In this system, the level of
understanding includes both syntactic and semantic
information, and the procedure of transformation is
primarily rule-based.

Natural language processing tasks are executed
using the spacy library [14], employing its CPU-
optimized large language model
(en_core web lg). Question generation relies on
both syntactic and semantic understanding of the
text. For cloze question types, this dual-level
analysis enables two central operations: identifying
the sentences from which questions will be
generated and selecting the term(s) to be removed
as answers. Syntactic information, including part-
of-speech (POS) tagging and dependency
structure, informs both content sentence selection
and answer word identification. Additionally,
semantic information contributes to recognizing
conceptually important material. The
transformation process that converts sentences into
questions follows a rule-based approach developed
by experts.

To identify high-value sentences, the textbook is
segmented into logical sections of roughly 1,500
words, following the major organizational structure
of the textbook such as chapters and their primary
headings; sections exceeding this length are further
subdivided. Within each section, sentence
importance is assessed using the TextRank
algorithm [15]. TextRank evaluates similarity
between sentences by computing their vector
embeddings, the effectiveness of which depends on
the embedding technique employed. Our
implementation uses a word2vec-based model [16]
within spacy, which forms sentence embeddings by
averaging the token vectors in each sentence. Prior
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to embedding, the AQG system filters out stop
words and non-alphabetic tokens (e.g.,
punctuation, numerals). Sentences that are overly
short (under 5 words) or long (over 40 words) are
also excluded, as they are generally less
appropriate for question formation. TextRank is
applied to the remaining sentences in each section.

A second core aspect of cloze question creation
involves selecting the appropriate answer word(s)
from the previously identified sentences. Our
system accounts for multiple factors in this process,
such as word frequency within the corpus and
whether a term appears in the textbook’s glossary.
However, the most critical factor is part of speech:
only nouns and adjectives are considered viable
candidates for answer blanks. Research from
authentic learning contexts supports this focus—
questions that target these parts of speech tend to
receive better evaluations from learners than those
using verbs or other word types [17]. As such, POS
tagging is a fundamental component of AQG, as it
is in many NLP applications.

Multiple choice or glossary term compare-and-
contrast questions rely on the existence of a
textbook glossary, but are created using similar
methods.

This AQG approach is designed for broad
applicability across academic disciplines but is not
suitable for all subject areas; notably, it is not
effective for mathematics or language instruction.

Feedback is provided using textbook sentences
that are related to the one from which the question
stem was created—either a different sentence
containing the same answer term (example in
Figure 1) or neighboring sentences that provide
added context. = Outcome-based  feedback
(correct/incorrect) is always presented.

While the system does not attempt to calibrate
question difficulty during generation, student
response data collected after deployment is used to
monitor difficulty levels. Questions identified as
excessively difficult for formative purposes are
automatically replaced [17]. Paraphrasing or
rewording of textbook content is intentionally
avoided to ensure terminology consistency
between questions and the source material. The
resulting questions with integrated feedback are
delivered in clusters that open alongside the
relevant textbook section and allow students to get
immediate feedback, retry or reveal answers, and
rate questions (Figure 1).



Figure 2.8

Covalent bonds form when atoms share electrons. Shown
here are examples of single, double, and triple covalent bonds.
For each example, the structural formula is given on the far
right.

lons form because of the tendency of atoms to attain a
complete outermost shell. Consider, again, the atoms of
sodium and chlorine that join to form sodium chloride. As
shown in Figure 2.9 |0J, an atom of sodium has one electron
in its outer shell. An atom of chlorine has seven electrons in
its outer shell. Sodium chloride is formed when the sodium
atom transfers the single electron in its outer shell to the
chlorine atom. The sodium atom now has a full outer shell.
This comes about because the sodium atom loses its third
shell, making the second shell its outermost shell. The
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CoachMe Question Progress X

Practice Questions

< QOO®G >

Each element consists of atoms containing a certain

number of’ electrons (%] ‘in the nucleus.

Your answer is incorrect.

The same answer also completes the following
sentence: The number of in the atom’s

nucleus is called the atomic number.

Reveal Answer Retry

Was this question helpful? ¢ ¢

Figure 1. A fill-in-the-blank question open next to the textbook content

The original AQG system was developed
without the use of large language models (LLMs)
for two key reasons. First, LLMs lacked sufficient
reliability at the time of the pipeline’s development.
Second, their potential to introduce factual
inaccuracies posed an ethical concern, especially
given the wvast number of questions being
generated—making human oversight unfeasible at
scale. However, LLMs have key strengths that
could potentially be harnessed for specific tasks
within the existing AQG pipeline [18] or providing
error-specific feedback on open-ended questions
[19]. While crafting open-ended questions is
relatively  straightforward, offering targeted
feedback is significantly more complex. Intelligent
tutoring systems are known for delivering highly
effective, individualized feedback that addresses
student errors, making them among the most
impactful forms of computer-based learning [20,
21]. Historically, scaling this type of feedback has
been a major limitation. However, the proficiency
of LLMs in text comparison may offer a viable path
forward in addressing this challenge.

In the autumn of 2024, two new types of open-
ended questions were introduced alongside the
existing AG formative question types: a glossary
term compare-and-contrast prompt and a "write
your own exam question" task. These additions
were chosen specifically to engage learners in
advanced cognitive process dimensions [22]. To

support these questions, an LLM is employed to
analyze student responses by comparing them to
the corresponding textbook sections and generating
constructive, personalized feedback. Although the
rule-based AQG pipeline had the capacity to
formulate such open-ended prompts previously,
deploying them without the ability to provide
feedback risked leaving students unsure about the
accuracy of their answers—potentially reinforcing
misconceptions. As a result, implementing these
question types necessitated the inclusion of a
mechanism for tailored feedback.

3 Performance Metric Benchmarks

A benefit of digital learning environments is their
ability to collect enormous quantities of high-
quality data [23]. These microlevel clickstream
data allow us to investigate old questions with
novel data and gain a finer-grained understanding
of student learning processes [24, 25]. The
microlevel data collected by the ereader platform
are valuable for investigating both the performance
of AG questions and student behaviors. The
platform records each student interaction with a
timestamp and unique numeric identifier for the
student. Student-question sessions are formed by
grouping all interactions of a single student on a
single question. No personally identifiable
information is collected by the platform. These data
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are then used to evaluate several different
performance metrics, including:

e Difficulty index: Percentage of sessions
in which the student’s first answer attempt
was correct (lower values correspond to
more difficult questions).

e Persistence rate: Among sessions in
which the first attempt was incorrect, the
percentage in which the student continued
until submitting a correct answer.

e Thumbs up rate: Number of thumbs up
ratings per 1,000 student-question
sessions (one rating opportunity per
session).

e Thumbs down rate: Number of thumbs
down ratings per 1,000 student-question
sessions.

The initial release of AG questions for student
use was in a courseware environment where AG
questions were intermixed with human-authored
questions and placed intermittently with short
content lessons. This first research found no
difference in how students use Al-generated versus
human-authored questions. Comparing
automatically generated questions to human-
authored questions in the same course using a
mixed-effects logistic regression model found they
were similar on engagement, difficulty,
persistence, and discrimination [8, 9]. The most
notable difference was in the cognitive process
dimension of the questions: recall types and
recognition types grouped together on performance
metrics—regardless of method of creation.

With satisfactory performance in a courseware
environment, the AG questions were then delivered
as a free study feature (CoachMe) in the Bookshelf

ereader, deploying millions of questions across
thousands of textbooks. Analysis of over 7 million
student-question interactions confirms these
performance metric benchmarks at scale—
recognition-type questions are generally easier
than recall-type questions and have higher
persistence. Investigating student answers revealed
insight into behaviors: only about 12% of students-
question interactions had a “non-genuine” input to
the fill-in-the-blank, and nearly half of those
students persist in answering until they get the
correct response, indicating non-genuine responses
were part of a strategy for many students [26].
Tracing interaction patterns also revealed the type
of question impacted how students engaged with
them [27]. The scale of this release made human
monitoring of question performance impossible, so
a content improvement service (CIS) was
developed. The CIS is a platform-level adaptive
system that monitors every student-question
interaction in real time and deploys tools such as
Bayesian evaluation of difficulty metrics and
student ratings (thumbs down specifically) to
determine if questions need to be removed and
replaced [28]. Across a total of 3,594,408 question
sessions, the overall thumbs down rate observed
was 1.94 [29].

To provide an updated set of aggregated
performance  metrics, all student-question
interaction events were retrieved starting from the
feature’s launch on January 1, 2022, to June 11,
2025. The resulting dataset consisted of 16,645,791
sessions across 2,485,201 unique questions,
822,678 students, and 14,371 textbooks, with a
total of 26,169,711 interaction events. Table 1
summarizes these performance metrics by question
type.

Compared to the performance metrics from [26]
in 2023, the overall trends by the cognitive process

Answered Mean Persistence Thumbs Up Thumbs Down
Difficulty Rate Rate
Matching 4,028,835  80.3 72.8 3.56 1.00
Self-Graded Submit 526,080 86.8 NA 4.64 2.37
& Compare
FITB 11,912,905 61.4 62.1 3.28 1.73
Multiple Choice 205,774 74.1 76.1 3.68 2.10

Table 1. Performance metrics by question type.
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dimension of the question types remain the same.
The recognition-type matching and multiple choice
questions are easier and have higher persistence
than the recall FITB type. However, we see some
interesting changes. In 2023, the FITB had a
difficulty of 54.7 and persistence of 58.5. The most
recent data show an increase for both metrics to a
difficulty of 61.4 and persistence of 62.1. This
increase is overall positive, and potentially was
impacted by improvements made to the AQG
pipeline and question placement in December of
2023. The only other large difference is persistence
for multiple choice, which fell from 93.6 to 76.1—
potentially related to the nearly tenfold increase in
data collected on this question type since 2023.

In addition to monitoring performance
benchmarks of the AG questions themselves, we
investigated AG feedback. The type of feedback
used for formative practice matters. Scaffolding
feedback that provides another context (Figure 2)
was most effective for increasing student
persistence in answering until correct as well as
decreasing the time it took to get to the correct
answer [11]. Additionally, the advances in large
language models (LLMs) made it possible to scale
personalized, error-specific feedback for open-
ended question types—a hallmark feature of
intelligent tutoring systems [19]. Introducing
LLM-based error-specific feedback for open-
ended questions produced by this AQG pipeline
provided experience with an LLM-based feature

CoachMe Question Progress

Practice Questions

< (GlcleJo)

When a(n)‘ chemical [x] ‘reaction

>

occurs in solution in a calorimeter, the heat produced

by the reaction is absorbed by the solution, which

increases its temperature.

Your answer is incorrect.

Here's a bit more to help you. Try again. A calorimeter

is a device used to measure the amount of heat

involved in a chemical or physical process. When a(n)

reaction occurs in solution in a calorimeter,
the heat produced by the reaction is absorbed by the

solution, which increases its temperature.

Reveal Answer Retry

Was this question helpful? &

o)

that could replicate the hallmark personalized
feedback of intelligent tutoring systems but
required careful development to minimize potential
LLM failures [17].

4 Data from the Classroom

The millions of questions available for analysis
provide valuable performance benchmark metrics
for AG questions. However, the large aggregated
dataset includes all learners in all learning
contexts—even those who only answered a few
questions. Therefore, it was also valuable to engage
in classroom-based research to determine how
instructor course policies impacted student
engagement with the practice and how the AG
formative practice might impact learning. Studying
19 course sections where faculty assigned these AG
questions as a participation homework assignment
showcased how classroom contexts and course
policies increased student engagement and
impacted performance metrics [29]. Nearly all
students answered 100% of the questions, even
when only 80% was required to receive credit.
Across all courses, the matching questions had a
mean difficulty of 82.8% and a persistence of
96.7%. The FITB questions had a mean difficulty
of 82.7% and a persistence of 94.0%. The higher
difficulty index and persistence for questions in the
classroom setting indicates students put more effort
into their first attempt at the question and were
motivated to continue answering until they input

CoachMe Question Progress X

Practice Questions
< OOOE

Explain the difference between the term nonverbal
and verbal

Enter your Response

Verbal communication has different rules that
nonverbal communication. Nonverbal
communication is learned from interactions

Your explanation touches on some aspects but could
be clearer. Verbal communication involves spoken or
written language with specific rules like grammar.
Nonverbal communication includes gestures, facial
expressions, and body language, often learned through
observation and experience. Both forms of
communication can be learned through interactions,
but they operate differently.

Retry Add to Flashcard

Figure 2. Scaffolding feedback for FITB questions (left) and LLM-based error-specific feedback for open-ended

questions (right).
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the correct response. The non-genuine responses
for FITB ranged widely between courses, but
remarkably, 12 of 19 courses had persistence over
99% for non-genuine responses. Faculty observed
increased preparedness for classroom discussions
and higher quality written assignments and projects
and students anonymously reported finding the
practice  helpful for both learning and
accountability on course evaluations [12].

In two semesters of a large cognitive psychology
course, a change in faculty policy similarly shifted
students from doing practice at the end of the
course when it would not be helpful for the exams
to prior to the related exam [30]. This change led to
a statistically significant increase in exam scores
(particularly meaningful for struggling students at
the 25th and 50th percentile). Additionally, a post
hoc analysis replicating Koedinger et al.’s doer
effect analysis found results consistent with the
literature. This first analysis of Al-generated
questions eliciting the same doer effect principle in
the classroom confirms the utility of Al for
question generation at scale [30].

5 Recommendations, Challenges, Future
Work

A key contribution of this review is to identify not
only what the AQG pipeline has achieved in terms
of question quality and learning outcomes, but also
the persistent barriers that hinder scaling student
engagement with formative practice. Each
individual research study conducted on this AQG
system since its initial release in 2019 investigates
specific components in detail, such as performance
metrics, student perceptions, feedback, student
engagement patterns, textbook reading, learning
outcomes, etc. Together, this rigorous evaluation of
nearly every aspect of question performance and
student behaviors and learning is essential to a
comprehensive overview of the efficacy of Al-
generated questions for formative practice at scale.

While our analyses confirm that AG questions
perform well across multiple metrics and can
replicate the doer effect in classroom settings, two
persistent barriers emerge. First, faculty awareness
and adoption remain uneven—many instructors are
not fully informed about the availability of AG
questions embedded in their textbooks. Second,
student engagement is highly dependent on course
structures; voluntary use of AG practice is typically
low wunless supported by meaningful course
incentives or policies. These barriers illustrate that

successful application of AQG in classrooms is not
a purely technical challenge but an educational and
organizational one. Addressing these barriers is
essential to realizing the potential of formative
practice: maximizing learning through classroom
application. ~ Without  meaningful  faculty
engagement, voluntary student use of the questions
will remain low. Instructors remain the most
meaningful agents of change in the classroom and
helping to inform and educate instructors as key
partners in implementation will remain the focus of
future efforts.

Future work will always include iterative
improvement to the AQG pipeline. The analysis of
the questions showcases their validity, yet
continued refinement can further improve question
quality. We have evidence of the importance of this
improvement cycle, as changes made to sentence
selection and placement within the text in the
winter of 2023 resulted in a reduction of thumbs
down ratings from 1.95 to 1.39 per thousand. While
the thumbs down rate is very low, decreasing it by
more than 25% indicates an effective improvement
that could influence student perceptions of the
questions. While LLMs were not used in the
existing AQG pipeline, we have conducted
promising research on how introducing LLMs at
key steps in the pipeline could further increase
question quality [18].

Taken together, the results of this research
establish clear performance benchmarks for Al-
generated  formative  practice  questions,
demonstrating that they perform comparably to
human-authored questions across difficulty,
persistence, and engagement metrics at scale.
Classroom-based implementations further confirm
that when these questions are embedded into
instruction, they not only support higher
persistence and accuracy but also contribute to
measurable gains in exam performance and student
preparedness. These findings underscore that Al-
generated formative practice is both valid and
impactful when used in authentic educational
settings.

Looking ahead, the continued refinement of
AQG pipelines, coupled with thoughtful
integration of LLM-based personalized feedback
and stronger faculty engagement strategies, points
toward a future in which textbooks function as
interactive, learning-by-doing environments that
reliably maximize student learning potential.
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