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Abstract

Artificial intelligence (AI) systems are increas-
ingly used to monitor high-stakes online ex-
ams, but false positives raise concerns about
fairness and validity. To study how human re-
viewers handle erroneous Al alerts, we inten-
tionally faked “copy-typing” signals and em-
bedded them into authentic exam sessions with-
out proctors’ awareness. In two experiments,
proctors evaluated these fake signals as part
of their normal review process. Study 1 es-
tablished baseline rejection rates, while Study
2 tested revised guidelines emphasizing cor-
roborating evidence of misconduct. Proctors
rejected many fake signals (50-71%), though a
notable percentage were still accepted. Rejec-
tion rates varied somewhat across test-taker na-
tionalities, and the revised guidelines were as-
sociated with more consistent decisions across
groups. Guideline updates significantly in-
creased rejections of fake signals but also mod-
estly increased rejections of genuine ones, re-
flecting a tradeoff between reducing false posi-
tives and avoiding false negatives. These find-
ings demonstrate the importance of clear guid-
ance and structured oversight in supporting ef-
fective human—AI collaboration in exam secu-
rity.

1 Introduction

For high-stakes exams, test security involves the
deterrence, prevention, and detection of cheating
and other forms of misconduct that may artificially
inflate a test taker’s performance beyond their true
proficiency. Breaches in security can undermine
the validity of test results and carry serious conse-
quences for examinees and other stakeholders, such
as deportation or imprisonment (Main and Watson,
2022; McCray, 2019). As such, test security is es-
sential to ensure that stakeholders can accurately
interpret and use test scores (AERA et al., 2014).
In recent years, high-stakes exams have increas-
ingly moved online (Weiner and Hurtz, 2017), re-
ducing costs and broadening access for test takers.

90

This shift, however, introduces new security chal-
lenges for providers, from controlling the digital
test environment to countering sophisticated tech-
nological threats. At the same time, Al creates new
opportunities for exam security by providing con-
sistent monitoring at scale, enabling the detection
of potential misconduct across large numbers of
test sessions more efficiently than human proctors
alone.

Al is used in many ways to secure high-stakes
remote exams (Dawson, 2020; Zenisky and Sireci,
2021), from verifying identities through facial
recognition, keystroke tracking, and voice analysis
(Nigam et al., 2021) to proctoring tasks such as flag-
ging when a test taker looks away from the screen
(Shih et al., 2024) or when another person is de-
tected in the room. It can also monitor for unautho-
rized devices, unusual movements, or suspicious
sounds, and is increasingly applied to detect pla-
giarism (Liao et al., 2023), Al-generated answers
(Niu et al., 2024), or copy-typing behaviors (Niu
et al., 2025).

While Al tools can detect many forms of miscon-
duct, they are not perfect: studies show they can
misinterpret benign behaviors as misconduct, rais-
ing concerns about accuracy (Tweissi et al., 2022),
fairness (Yoder-Himes et al., 2022), and student
privacy (Balash et al., 2021). Incorporating human
oversight, such as having trained proctors review
Al-generated signals, can help reduce false posi-
tives (Tweissi et al., 2022) and ensure that decisions
about potential misconduct are made with appropri-
ate context. Consistent with Responsible Al stan-
dards (Burstein, 2025), we highlight the need to
balance technical reliability with human oversight.

2 Background

The rapid expansion of remote testing has made
security protocols a central concern. The Duolingo
English Test (DET) provides a valuable case study
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because it integrates Al-based monitoring with hu-
man review, offering a real-world setting to evalu-
ate how human decision-makers interact with Al
signals in a high-stakes assessment.

2.1 Application

The DET is a remotely administered, high-stakes
assessment of English proficiency (Naismith et al.,
2025). To protect score integrity, DET employs
multiple security measures (Belzak et al., 2025a),
including a lock-down digital environment, multi-
layered ID verification, an adaptive test design, and
standardized administration procedures. Human
proctors review test-taker behavior through audio-
visual recordings and validate Al-generated signals,
ensuring that DET scores remain both reliable and
credible. Ultimately, proctors retain final authority
in determining whether testing rules were violated
or misconduct occurred.

2.2 Copy-Typing Detection

Within the DET security framework, one important
safeguard is the detection of potential copy-typing
behavior. The DET employs an Al model that an-
alyzes keystroke dynamics, treating a test taker’s
typing as a sequence of keystroke events and ex-
tracting features such as key press durations and in-
tervals between keystrokes. The model architecture
captures both local rhythmic patterns and global
characteristics across an entire response, enabling
it to distinguish between organic composition and
transcription from an external source. With the de-
cision threshold selected for this experiment, the
estimated false positive rate among test takers who
were not copy-typing is about 1%, which repre-
sents the upper bound of false positives in the ab-
sence of human validation. A full description of the
model architecture, feature engineering, and perfor-
mance is provided in Niu et al. (2025). Although
the model has demonstrated strong performance
overall, this study did not directly evaluate its con-
struct validity or confidence intervals; readers are
referred to prior work for detailed validation (Niu
et al., 2025).

When the model flags a test session, the alert is
not acted upon automatically. Instead, it is routed
to a trained human proctor for review. Proctors are
instructed to treat the Al signal as a preliminary
alert rather than proof of misconduct. Their pri-
mary responsibility is to independently review the
audio-visual recording of the session and look for
corroborating evidence of cheating as outlined in
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the proctoring guidelines (see Table 1). Proctors
may accept the signal if independent evidence is
found, or reject it if no such evidence exists. This
ensures a human-in-the-loop validation process.

Even with strong model performance, a small
false positive rate can have serious implications in
high-stakes testing if unverified alerts are upheld.
It is therefore essential to assess whether human
proctors can reliably identify and reject false pos-
itives, a key safeguard for fairness and test taker
protection.

2.3 Research Questions

In this paper, we have three research questions:

1. What percentage of fake copy-typing signals
are correctly rejected by proctors?

2. Do rejection rates for fake copy-typing signals
differ across test-taker nationalities?

3. Does revising the proctoring guidelines
change the likelihood that proctors reject fake
copy-typing signals?

We now report on an experiment that aims to
answer these questions.

3 Experiment

For this experiment, proctors were asked to accept
or reject Al-generated signals indicating potential
copy-typing behavior. All signals were intention-
ally faked, meaning that no test takers were actu-
ally flagged for misconduct. These test takers had
already received certified DET scores following
the standard security review process, ensuring that
their results were unaffected.

Fake copy-typing signals were interspersed with
real sessions and presented to proctors without their
knowledge that any alerts had been faked. Be-
cause DET proctoring occurs only after a test is
completed, this design was feasible: proctors ap-
proached these sessions as part of their normal
review process, unaware that the experiment was
underway. This allowed us to capture authentic
decision-making behaviors under realistic opera-
tional conditions.

We ran this experiment twice, first to establish a
baseline of rejection rates (Study 1), and second to
evaluate how revised proctoring guidelines might
have changed those rates (Study 2). Study 1 was
conducted from January 30 to February 13, 2025,
using the original guidelines. On March 28, 2025,



the guidelines were revised to remove “irregular
typing patterns” as a criterion, add “presence of an
external resource,” and to instruct proctors not to
apply a copy-typing flag unless suspicious behav-
iors were observed in the video evidence. These
changes were intended to reinforce that proctors
should only uphold a copy-typing flag when in-
dependent evidence of copy-typing behaviors was
present. Study 2 was conducted from July 15 to
July 31, 2025, with proctors applying the revised
guidelines. Both versions of the guidelines are
presented in Table 1.

3.1 Data

For each study, we randomly selected N = 170 test
sessions that met three conditions: no copy-typing
signal was triggered, no misconduct was identified
by proctors (all test takers had received certified
scores), and the sessions had not been escalated to
secondary review for borderline or complex cases.
Different sessions were sampled for the two studies
because the test content had changed over time and,
importantly, to avoid alerting proctors that they
might be reviewing the same sessions twice, which
could have undermined the realism of the task. De-
spite being drawn from different time periods, the
two sets of sessions showed highly similar distri-
butions of copy-typing detection logits (Figure 1),
and the mean values did not differ significantly
(p = 0.433).

To examine group differences, our analysis fo-
cused on three nationality groups—Western (Amer-
ican, Canadian, and French), Chinese, and In-
dian—as they represented the largest test-taker pop-
ulations in both our dataset (see Table 2) and the
DET (Michalowski et al., 2024). Nationality was
selected as a key variable for evaluating group dif-
ferences in copy-typing decisions, as prior research
shows that proctoring outcomes are especially sen-
sitive to this factor. For example, Belzak et al.
(2025b) found that both proctor and test-taker na-
tionality influenced the likelihood of being flagged
for rule violations, whereas other demographic
characteristics such as gender and age did not. Ta-
ble 3 presents the broader distribution of proctor
nationalities aggregated by continent. These data
reveal that the majority of proctors are based in
the Americas (46%) and Europe (24%), a distribu-
tion that contrasts with the larger populations of
Chinese and Indian test takers.

In addition to the fake signals, we also collected
operational sessions that had been flagged with
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Figure 1: Distribution of copy-typing detection model
predictions for sessions used in two studies, with the
average values and standard deviations being —6.20 +
2.36 for Study 1 and —6.36 £ 2.46 for Study 2.

genuine copy-typing signals during the two periods
before and after the guideline revision. These data
allowed us to examine whether changes in proctor-
ing instructions influenced how proctors handled
authentic Al alerts, providing a real-world com-
plement to the experimental results based on fake
signals.

3.2 Methods

We first estimate the probability of proctors reject-
ing fake copy-typing signals by fitting a logistic
mixed-effects model (Raudenbush and Bryk, 2002)
to the combined data from both studies:

logit(Pr(S; =0)) = o+ 51.Xi +uj, (1)

where Pr(S;; = 0) is the probability that proc-
tor j rejects signal ¢, X; = 0 under the original
guidelines and X; = 1 under the revised guide-
lines, and u; ~ N(0,72) is a random effect for
proctor j, which accounts for non-independence
because each proctor evaluated multiple signals. In
this model, 5y represents the baseline log-odds of
rejection under the original guidelines, while 3;
captures the log-odds change after the revision.

Next, we examine nationality effects in two
stages. In the first stage, we fit within-study models
to test for differences among Chinese, Indian, and
Western test takers:

logit(Pr(S;; = 0)) = Bo+B1Ci+B2Li+u;, (2)

where C; = 1 for Chinese test takers and O oth-
erwise, I; = 1 for Indian test takers and O other-
wise, with Western test takers (American, Cana-
dian, French) as the reference group. Here, 3y



Original Guidelines

Revised Guidelines

Review corresponding video segments for sus-
picious behaviors that indicate copy-typing, in-
cluding:

* Irregular Typing Patterns
* Unusual Body Movements

e Irregular Eye Movements

Review corresponding video segments for sus-
picious behaviors that indicate copy-typing, in-
cluding:

* Jrregular TypingPatterns

* Unusual Body Movements

* Irregular Eye Movements

* Presence of an external resource

Do not apply this signal flag if no suspicious
behaviors are observed.

Table 1: Proctoring guidelines for reviewing copy-typing signals. Revisions are marked as deleted or added.

Nationality Group Study 1 Study 2

Western* 25 30
Chinese 28 17
Indian 15 19

Table 2: Number of test takers by nationality group in
Study 1 and Study 2. The Western nationality group
includes American, Canadian, and French test takers.

Continent Percentage

Americas 46%
Europe 24%
Asia 13%
Africa 10%
Oceania 6%

Table 3: Percentage of proctor nationalities aggregated
by continent.

gives the baseline log-odds of rejection for Western
test takers, while 31 and (B2 capture contrasts for
Chinese and Indian test takers, respectively. In the
second stage, we use the same model specification
as Eq. 1, but fit it separately within each nationality
group to assess between-study differences. This
allows us to test whether rejection rates changed
significantly from Study 1 (original guidelines) to
Study 2 (revised guidelines) within each national-
ity.

Finally, we estimate the probability of rejecting
genuine copy-typing signals observed during oper-
ational proctoring. The model includes the guide-
line condition (original vs. revised) as a predictor,

93

specified in the same way as Eq. 1. Unlike Eq. 1,
however, we use a logistic regression model rather
than a mixed-effects model, since each genuine
signal was reviewed by only one proctor.

For all models, model-implied probabilities and
percentages are obtained by applying the inverse-
logit transformation to the estimated log-odds coef-
ficients.

4 Results

Figure 2 shows the model-implied percentages of
proctors rejecting fake copy-typing signals under
the original and revised guidelines. Results from
the logistic mixed-effects model indicate that re-
jection rates were significantly higher after the re-
vision, with an estimated effect of 31 = 0.880
(p = .001) on the log-odds scale.

100%-+

71%

75%-+

50%

50%-+

25%-+

Fake Copy-Typing Rejection Rate

0%-

Stuay 1 Stuéiy 2

Figure 2: Model-implied percentages of rejecting fake
copy-typing signals before (Study 1) and after (Study 2)
the revision of proctoring guidelines.



Figure 3 shows the model-implied percentages
of proctors rejecting fake copy-typing signals by
test-taker nationality and study. The within-study
logistic mixed-effects models revealed systematic
nationality differences. In Study 1, Chinese test tak-
ers were significantly less likely than Western test
takers to have fake signals rejected (ﬁl = —2.230,
p < .001). Indian test takers also showed lower
rejection rates than Western test takers, though this
difference was marginally statistically significant
(B2 = —1.159, p = .088). In Study 2, Chinese test
takers again exhibited lower rejection rates than
Western test takers, but the difference was not sig-
nificant (4; = —0.996, p = .187). By contrast,
Indian test takers were significantly less likely than
Western test takers to have fake signals rejected
(B> = —1.553, p = .029).

The between-study logistic mixed-effects mod-
els also revealed systematic differences by national-
ity. Chinese test takers showed significantly higher
rejection rates in Study 2 compared to Study 1
(p = .001). Rejection rates for Western and In-
dian test takers also increased across studies, but
these effects did not reach statistical significance
(p = .104 and p = .303, respectively).
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Figure 3: Model-implied percentages of rejecting fake
copy-typing signals by test-taker nationality and study.

Figure 4 shows the model-implied percentages
of proctors rejecting both fake and genuine copy-
typing signals under the original and revised guide-
lines. Rejection rates for fake signals were sub-
stantially higher (50-71%) than for genuine signals
(9-13%). The logistic model also indicated a small
but statistically significant increase in the rejection
of genuine signals after the revision (p = .003).
We discuss the implications of these findings in the
next section.
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Figure 4: Model-implied percentages of rejecting fake
and real copy-typing signals under the original and re-
vised guidelines.

5 Discussion

This experiment examined how trained human proc-
tors interact with Al-generated copy-typing signals
in a remotely administered, high-stakes English
language assessment. By intentionally fabricating
signals and asking proctors to accept or reject them
under specific guidelines, we evaluated three ques-
tions: (1) whether proctors could correctly reject
fake Al signals, (2) whether rejection rates varied
by test-taker nationality, and (3) whether revised
guidelines changed proctoring decisions.

5.1 Research Question 1: Percentage of Fake
Signal Rejections

The first research question asked: What percent-
age of fake copy-typing signals are correctly re-
Jjected by proctors? Across both studies, proctors
rejected a substantial percentage of fake signals
(50-71%). This suggests that proctors can often
identify when an Al alert is not supported by in-
dependent evidence of misconduct. However, the
fact that roughly one in three fake alerts was ac-
cepted underscores the risks of overreliance on Al
signals in high-stakes contexts (Skitka et al., 1999;
Poursabzi-Sangdeh et al., 2021). These findings
highlight the value of human review for maintain-
ing fairness and accuracy, while also pointing to the
need for additional safeguards to minimize the con-
sequences of false positives (Bansal et al., 2021).
As Al detection models improve, false positive
rates, and the role of human reviewers in rejecting
them, may shift. More research will be critical to
ensure systems remain both reliable and fair.



5.2 Research Question 2: Nationality
Differences in Rejection Rates

The second research question asked: Do rejection
rates for faake copy-typing signals differ across
test-taker nationalities? The within-study analy-
ses revealed systematic differences: in Study 1,
Chinese test takers were significantly less likely to
have fake signals rejected than Western test takers,
and Indian test takers showed a similar trend. In
Study 2, rejection rates for Chinese test takers im-
proved and were no longer significantly different
from Western test takers, while Indian test takers
were significantly less likely to have fake signals
rejected. The between-study analyses confirmed
that rejection rates increased significantly for Chi-
nese and Western test takers in Study 2, but not
for Indian test takers. These findings suggest that
proctor decision-making can vary by nationality
group, perhaps due to a structural mismatch be-
tween the distribution of test takers and proctors
(Belzak et al., 2025b), and that revised guidelines
may reduce some differences while leaving others
unaddressed. Strategies such as targeted proctor
training, bias monitoring dashboards, and regular
fairness audits could help ensure that future revi-
sions to proctoring guidelines improve accuracy
while also addressing inequities across groups.

5.3 Research Question 3: Effect of Revised
Guidelines

The third research question asked: Does revising
the proctoring guidelines change the likelihood that
proctors reject fake copy-typing signals? The evi-
dence indicates that they do. After the guidelines
were updated to emphasize the need for corrobo-
rating evidence of misconduct, rejection rates of
fake signals increased significantly. This suggests
that proctoring practices are sensitive to instruc-
tional framing and that targeted revisions can im-
prove decision quality (Association of Test Pub-
lishers and National College Testing Association,
2024; Bucinca et al., 2021). However, the revised
guidelines were also associated with a small but
statistically significant increase in the rejection of
genuine signals, suggesting that proctors became
more cautious about accepting Al alerts but also
more likely to dismiss valid cases (Almog et al.,
2024). This tradeoff between reducing false posi-
tives and increasing false negatives highlights the
complexity of calibrating human—AI collaboration
in high-stakes testing. More research is needed
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to refine this balance and identify guidelines that
reduce risks without undermining security.

5.4 Implications

Taken together, the findings underscore both the
value and limitations of human-in-the-loop Al sys-
tems in exam security. Proctors are capable of
rejecting false positive copy-typing signals, but not
always uniformly across nationalities, and their de-
cisions are shaped by the guidance they receive.
Ongoing training, carefully designed guidelines,
and continuous monitoring of decision patterns are
therefore essential to ensure fairness and validity
(Burstein et al., 2025).

5.5 Limitations and Future Work

Several limitations should be considered when in-
terpreting these findings. First, the two studies
were conducted on different sets of test sessions
and several months apart. This was necessary be-
cause the test’s visual design had changed, and
reusing the same sessions could have signaled to
proctors that they were artificial. However, this
design also means that unobserved differences in
session characteristics or other contextual changes
over time may have contributed to the observed
effects, making it difficult to attribute differences
solely to the revised guidelines.

Second, for genuine copy-typing signals ob-
served during operational proctoring, we cannot de-
termine whether higher rejection rates reflect proc-
tors dismissing false positives or overlooking true
positives. As such, estimates of genuine-signal re-
jection rates should be interpreted with caution. Es-
tablishing verified ground truth through simulated
or confirmed cases of misconduct would strengthen
future studies.

Third, the scope of this experiment was limited
in terms of sample size, signal type, and use of
fake copy-typing signals. The relatively small sam-
ples constrained analyses of nationality differences,
and fake signals—while useful for preserving real-
ism—may not capture the full complexity of gen-
uine Al alerts. Moreover, we focused on copy-
typing signals only; other alerts, such as those for
unusual movements, unauthorized devices, or sus-
picious sounds, may pose different challenges for
human validation. Future work should expand to
larger, more diverse datasets and a broader range
of signal types to better understand the dynamics
of human—AlI collaboration in exam security.

Addressing these limitations will be essential



for improving both the accuracy and fairness of
Al-assisted proctoring. Larger datasets, verified
ground truth, and broader signal coverage will help
test providers calibrate human—AlI decision-making
and safeguard the integrity of high-stakes assess-
ments.

6 Conclusion

This study examined how trained human proctors
interact with Al-generated copy-typing signals in
a high-stakes, remotely administered English lan-
guage assessment. To ensure operational outcomes
were unaffected, fake signals were embedded only
into completed sessions where test takers had al-
ready received certified scores. This design allowed
us to evaluate proctor decision accuracy in reject-
ing fake Al signals, explore differences across na-
tionality groups, and assess the impact of revised
guidelines without altering test results.

Proctors generally identified and rejected fake
copy-typing signals, but acceptance of some signals
highlights the risks of overreliance on Al. Rejection
rates varied by nationality, with differences reduced
but not eliminated under revised guidelines. The
guidelines also increased rejections of fake signals
while slightly raising rejections of genuine ones,
underscoring the tradeoff between false positives
and false negatives. More research is needed to
examine these dynamics in larger datasets, across
different Al signals, and in varied testing contexts.

Overall, the findings illustrate both the promise
and limits of human-in-the-loop Al for exam se-
curity. Clearer guidelines, regular training, and
monitoring are essential to support fairness and va-
lidity. Practically, testing organizations can refine
proctor training, track nationality-related outcomes,
and calibrate Al-human collaboration to balance
accuracy and fairness. Because the reliability of hu-
man-Al systems depends not only on technical per-
formance but also on governance, transparent pro-
cesses, and oversight, exam security frameworks
should be aligned with Responsible Al standards
(Burstein et al., 2025). More broadly, stakeholder
trust in high-stakes assessments also rests on ad-
herence to the principles of fairness and validity
articulated in the Standards for Educational and
Psychological Testing (AERA et al., 2014).
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