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Abstract

Large language models (LLMs) are increas-
ingly adopted for educational assessment de-
spite evidence that specialized models achieve
superior performance. This study compares
few-shot in-context learning with explanation-
augmented knowledge distillation for exam
question classification using medical education
data. Few-shot learning exhibited substantial
performance instability, with accuracy varying
up to 14 percentage points based on example se-
lection, while knowledge distillation provided
consistent 70.1% accuracy after proper hyper-
parameter optimization. Though neither LLM
approach matched specialized BERT perfor-
mance (80.5%), knowledge distillation elimi-
nated the reliability issues plaguing few-shot
methods, offering organizations a stable solu-
tion for leveraging existing LLM infrastructure
in operational assessment applications.

1 Introduction

Large language models (LLMs) have gained
widespread adoption across educational assessment
applications, driven by their versatility and the ap-
peal of unified infrastructure that can handle mul-
tiple tasks without maintaining separate special-
ized models. However, this adoption occurs de-
spite evidence that task-specific approaches often
achieve superior performance. Bucher and Martini
(2024) demonstrated that fine-tuned smaller mod-
els, including BERT-based classifiers, significantly
outperform both zero-shot and few-shot LLM ap-
proaches in text classification tasks. This perfor-
mance gap raises important questions about how
organizations already invested in LLM infrastruc-
ture can most effectively leverage these capabilities
for reliable educational assessment applications,
even when accepting that peak performance may
require specialized alternatives.

Few-shot in-context learning represents the most
straightforward approach to LLM-based classifi-

cation, requiring no model training while promis-
ing reasonable performance through carefully se-
lected examples. However, recent research has
revealed substantial instability in few-shot classifi-
cation performance, with accuracy varying signif-
icantly based on example selection, ordering, and
prompt construction choices (Nguyen and Wong
2023; Alves et al. 2023; Wan et al. 2023). This
variability extends beyond minor fluctuations, with
identical examples presented in different orders
producing measurably different classification out-
comes. For operational assessment systems requir-
ing consistent and reliable performance, such in-
stability undermines the practical utility of few-
shot approaches, even when average performance
might be acceptable. The sensitivity to configura-
tion choices introduces an additional layer of com-
plexity that conflicts with the apparent simplicity
that makes few-shot learning initially attractive.

Knowledge distillation offers a promising solu-
tion for organizations committed to LLM-based
approaches, enabling the transfer of reasoning ca-
pabilities from large models to smaller, more effi-
cient counterparts while maintaining performance
consistency. Unlike few-shot learning, knowledge
distillation produces stable models that do not de-
pend on carefully curated examples at inference
time. Explanation-augmented distillation extends
this approach by incorporating the reasoning pat-
terns and decision processes of teacher models,
potentially capturing more nuanced classification
strategies than traditional output-only distillation
methods (Xu et al., 2024). While this approach may
not achieve the peak performance of specialized
classifiers, it represents an optimization strategy for
organizations seeking to maximize the reliability
and efficiency of LLM-based classification within
existing infrastructure constraints. This study eval-
uates whether explanation-augmented knowledge
distillation can provide the consistency and compu-
tational efficiency needed for operational deploy-
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ment while delivering competitive performance rel-
ative to unstable few-shot alternatives.

1.1 Knowledge Distillation in Natural
Language Processing

Knowledge distillation has emerged as a powerful
technique for transferring capabilities from large,
computationally expensive models to smaller, more
efficient alternatives while maintaining competi-
tive performance. Originally developed for com-
puter vision applications (Hinton et al., 2015), the
approach has been successfully adapted to natu-
ral language processing tasks, where the compu-
tational demands of large language models cre-
ate significant deployment challenges. Traditional
knowledge distillation focuses on matching output
distributions between teacher and student models,
enabling smaller models to approximate the deci-
sion boundaries learned by their larger counterparts
(Gou et al., 2021).

Recent advances in explanation-augmented
knowledge distillation extend beyond output match-
ing to incorporate the reasoning processes of
teacher models. This approach leverages the natu-
ral language generation capabilities of large lan-
guage models to produce detailed explanations
alongside predictions, creating richer training sig-
nals for student models (DeepSeek-AI et al., 2025).
By learning to replicate both the decisions and rea-
soning patterns of teacher models, student models
may achieve better generalization and more robust
performance across diverse inputs. However, the
effectiveness of explanation-augmented distillation
for classification tasks in educational domains re-
mains underexplored.

1.2 Few-Shot Learning Instability
While few-shot in-context learning offers appar-
ent simplicity for LLM deployment, mounting ev-
idence reveals significant performance instability
across different configuration choices. Studies have
documented substantial variance in classification
accuracy based on example selection, with differ-
ent sets of representative examples producing mea-
surably different results even when controlling for
example quality and domain coverage (Nguyen
and Wong, 2023). This instability extends to ex-
ample ordering effects, where identical examples
presented in different sequences can alter model
predictions.

The sensitivity of few-shot learning to prompt
construction choices poses particular challenges for

operational deployment in educational assessment.
Beyond random variation, systematic biases may
emerge when examples exhibit consistent charac-
teristics that do not represent the full complexity of
the classification task (Tjuatja et al., 2024). These
findings suggest that the apparent simplicity of few-
shot learning may be misleading, as achieving reli-
able performance requires careful curation and val-
idation of example sets—a process that may be as
complex as traditional model training approaches.

1.3 Exam Question Classification

Educational assessment systems rely heavily on
accurate classification of exam questions into pre-
defined content domains to ensure proper test con-
struction, maintain content validity, and support
diagnostic feedback (Kane, 2006). This classifica-
tion task involves mapping individual questions to
taxonomic categories that reflect the knowledge,
skills, or competencies being assessed. In medical
education, for example, questions must be aligned
with clinical domains, procedural categories, or
competency frameworks to ensure comprehensive
coverage of required learning outcomes (Bridge
et al., 2003).

Traditional approaches to question classification
have relied on manual expert review or rule-based
systems, but the scale of modern item banks and the
complexity of question content have motivated au-
tomated classification methods. Recent advances
in data-driven approaches have also extended to
optimizing assessment items themselves, includ-
ing systematic methods for refining item options
(Muntean et al., 2025). While specialized models
like fine-tuned BERT classifiers have demonstrated
superior performance for this task (Bucher and Mar-
tini, 2024), many educational organizations seek to
benefit from existing LLM infrastructure for ques-
tion classification as part of broader assessment
workflows.

The stakes for classification accuracy in educa-
tional assessment are particularly high, as misclas-
sified questions can compromise test validity, lead
to content imbalances, and undermine the reliabil-
ity of score interpretations (Messick, 1995). This
context demands not only reasonable classification
performance but also consistent and predictable be-
havior across diverse question types and content
areas.
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1.4 Research Questions
This study investigates the effectiveness of
explanation-augmented knowledge distillation for
exam question classification compared to few-shot
in-context learning approaches. Specifically, we
address the following research questions:

RQ1 How does few-shot in-context learning perfor-
mance vary when examples are systematically
selected based on question difficulty (easy vs.
difficult vs. mixed examples within each con-
tent domain)?

RQ2 Can explanation-augmented knowledge dis-
tillation produce student models that achieve
competitive classification accuracy compared
to few-shot learning approaches while main-
taining greater performance consistency?

RQ3 How sensitive is explanation-augmented
knowledge distillation to hyperparameter
choices, and what configurations optimize the
trade-off between performance and training
efficiency?

2 Methods

2.1 Dataset
We utilized a subset of a medical examination item
bank containing 6,839 multiple-choice questions
labeled according to eight high-level test blueprint
domains (National Council of State Boards of Nurs-
ing, 2023). Items were randomly selected from
questions that had passed all statistical pretest crite-
ria. The dataset was partitioned using stratified sam-
pling to maintain domain proportions: 4,103 ques-
tions (60%) for training, 1,368 questions (20%)
for validation, and 1,368 questions (20%) for test-
ing. Question difficulty was determined using
population-calibrated item difficulty values, with
difficulty distributions roughly equivalent across
the eight content domains. The classification task
involved mapping individual question to their cor-
responding content domains based on the medical
knowledge and competencies being assessed.

To establish performance benchmarks, we im-
plemented a BERT-based classification model us-
ing the all-MiniLM-L6-v2 sentence transformer
(Wang et al., 2020). We fine-tuned the model us-
ing contrastive learning with 8,000 question pairs
(1,000 pairs per domain, consisting of 500 positive
and 500 negative pairs), representing the special-
ized classification method that has been shown to

outperform LLM-based approaches in similar text
classification tasks.

2.2 Few-Shot Learning Experiments
We conducted few-shot learning experiments pri-
marily using GPT-OSS-20B (OpenAI et al., 2025),
with pilot studies on GPT-OSS-120B, LLaMA
4 Maverick (Meta AI, 2025), and Claude Son-
net 3.7 (Anthropic, 2025) to validate that insta-
bility patterns generalize across different large lan-
guage models. All models were accessed through
Databricks environment endpoints. To systemati-
cally investigate the impact of example difficulty
on few-shot performance, we created three experi-
mental conditions based on population-calibrated
difficulty values. For easy examples, we selected
the 25 easiest items and randomly divided them
into 5 sets of 5 items per domain. For difficult
examples, we selected the 25 most difficult items
and applied the same division strategy. For mixed
examples, we randomly selected 5 items per do-
main, repeated 5 times. Each condition resulted in
5 replications of 40 few-shot examples (5 examples
from each of the 8 domains), enabling assessment
of both systematic bias effects and random varia-
tion. All few-shot examples were drawn from the
training set to prevent data leakage.

The prompt structure consisted of task instruc-
tions, content domain definitions, few-shot exam-
ples with their classifications, and repeated instruc-
tions with output format specifications. All models
were required to follow structured output format-
ting to ensure consistent response parsing. Each
replication was evaluated on the complete test set
to quantify performance variability across different
example selections.

2.3 Knowledge Distillation Experiments
We implemented explanation-augmented knowl-
edge distillation using LLaMA 3.1 405B as the
teacher model and LLaMA 3.1 8B as the stu-
dent model. For all 4,103 training examples, we
prompted the teacher model to generate detailed ra-
tionales explaining why each question belonged
to its specified domain and why alternative do-
mains were less appropriate. This process created
question-explanation-classification triplets that en-
abled the student model to learn both the reasoning
patterns and classification decisions of the teacher
model.

The student model underwent full parameter fine-
tuning on these explanation-augmented sequences
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using Databricks parameter sweep functionality.
We conducted systematic hyperparameter optimiza-
tion across a 2× 2 experimental design with learn-
ing rates of 1× 10−6 versus 1× 10−7 and training
epochs of 1 versus 2. This design enabled assess-
ment of hyperparameter sensitivity while maintain-
ing computational feasibility for the full parameter
fine-tuning approach.

2.4 Evaluation
We evaluated all approaches using overall accu-
racy and weighted F1-score on the held-out test set
(1,368 questions) to ensure unbiased performance
assessment. For few-shot learning approaches, we
measured performance consistency by calculating
the standard deviation and range (maximum - min-
imum accuracy) across the 5 replications within
each difficulty condition. This analysis quantifies
both the magnitude and variability of performance
instability across different example selections, en-
abling direct comparison with the consistent per-
formance of knowledge distillation approaches.

3 Results

The experimental results demonstrate clear perfor-
mance differences between approaches and reveal
significant instability in few-shot learning meth-
ods. The BERT baseline achieved the highest over-
all performance with 80.5% accuracy and 80.4%
weighted F1-score, confirming prior findings that
specialized models outperform LLM-based ap-
proaches for text classification tasks. However, the
comparison between few-shot learning and knowl-
edge distillation reveals important insights about
the viability of LLM-based classification methods.

3.1 Few-Shot Learning Performance and
Instability

Few-shot learning performance varied substantially
based on example difficulty, with counterintuitive
results regarding the relationship between exam-
ple difficulty and classification accuracy. Models
performed best when provided with difficult ex-
amples (62.7% accuracy, 60.7% F1), followed by
random examples (56.0% accuracy, 54.0% F1), and
worst with easy examples (52.8% accuracy, 51.4%
F1). This unexpected finding suggests that difficult
questions may provide richer contextual informa-
tion or more distinctive features that help models
distinguish between content domains.

More critically, few-shot learning exhibited sub-
stantial performance instability across different ex-

ample selections within each difficulty condition.
The difficult examples condition showed the high-
est variability, with accuracy ranging from 56.8%
to 71.0% (standard deviation = 6.1%) and F1 scores
ranging from 53.9% to 68.9% (standard deviation
= 6.7%). Easy examples demonstrated moderate
instability with accuracy ranging from 47.3% to
58.2% (standard deviation = 4.4%), while random
examples showed the most consistent performance
with accuracy ranging from 51.7% to 60.7% (stan-
dard deviation = 3.9%). Despite this relative consis-
tency, even the random condition exhibited mean-
ingful performance variation that could impact op-
erational deployment reliability.

The instability patterns were consistent across
multiple large language models tested in pilot stud-
ies, including GPT-OSS-120B, LLaMA 4 Maver-
ick, and Claude Sonnet 3.7, indicating that few-
shot learning instability represents a general phe-
nomenon rather than model-specific behavior. This
cross-model consistency strengthens the evidence
that example selection significantly impacts few-
shot classification performance regardless of the
underlying architecture.

3.2 Knowledge Distillation Performance and
Stability

Explanation-augmented knowledge distillation re-
sults revealed extreme sensitivity to hyperparam-
eter selection, with learning rate choice proving
critical for successful model training. The opti-
mal configuration using learning rate 1 × 10−6

and 2 training epochs achieved 70.1% accuracy
and 70.4% weighted F1-score, representing com-
petitive performance relative to few-shot learning
approaches while completely eliminating the insta-
bility associated with example selection.

Hyperparameter analysis revealed dramatic per-
formance differences based on learning rate selec-
tion. Models trained with learning rate 1 × 10−6

substantially outperformed those trained with 1×
10−7, likely due to catastrophic forgetting effects
at the extremely low learning rate that prevented
adequate adaptation to the classification task. The
1× 10−7 learning rate produced poor performance
regardless of epoch count (44.0% accuracy with
1 epoch, 47.0% accuracy with 2 epochs), while
the 1× 10−6 learning rate enabled effective learn-
ing (60.8% accuracy with 1 epoch, 70.1% accu-
racy with 2 epochs). The improvement from 1
to 2 epochs at the higher learning rate suggests
that additional training time benefits explanation-
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augmented distillation when appropriate learning
rates are used.

Knowledge distillation demonstrated complete
stability across evaluation runs, producing iden-
tical performance metrics without the variability
that characterized few-shot approaches. This sta-
bility emerges from the fundamental difference in
methodology: rather than relying on a small set of
potentially biased examples at inference time, the
distilled model learns from the complete training
dataset during fine-tuning. The student model in-
ternalizes classification patterns through exposure
to the full range of question types and difficulty
levels, eliminating dependence on the specific char-
acteristics of a limited example set. Once trained,
the distilled model produces consistent predictions
without requiring carefully curated examples, re-
moving the primary source of instability that affects
few-shot learning.

3.3 Comparative Analysis
The knowledge distillation approach addresses the
primary limitation of few-shot learning by provid-
ing consistent performance without dependence
on carefully curated examples. While the best
knowledge distillation configuration (70.1% accu-
racy) did not exceed the maximum few-shot perfor-
mance (71.0% accuracy with difficult examples), it
achieved performance within the range of few-shot
results while eliminating the risk of poor perfor-
mance due to unfavorable example selection. No-
tably, the knowledge distillation performance ex-
ceeded the minimum few-shot performance across
all difficulty conditions and matched the perfor-
mance of the best few-shot condition (difficult ex-
amples) while avoiding the substantial variability
that makes few-shot approaches unreliable.

The comparison reveals a fundamental trade-off
between peak performance potential and perfor-
mance consistency. Few-shot learning offers the
possibility of higher performance when examples
are carefully selected, but carries substantial risk of
poor performance with different example choices.
Knowledge distillation provides predictable perfor-
mance that falls within the middle-to-upper range
of few-shot results, representing a viable solu-
tion for organizations requiring reliable classifi-
cation performance from LLM-based approaches.
The elimination of example-dependent variability
makes knowledge distillation particularly suitable
for operational deployment where consistent per-
formance is more valuable than occasional peak

performance.

4 Discussion

This study provides empirical evidence that
explanation-augmented knowledge distillation of-
fers a viable solution to the instability problems
that plague few-shot in-context learning for ed-
ucational question classification. While neither
LLM-based approach achieves the performance of
specialized BERT classifiers, the findings reveal im-
portant practical considerations for organizations
committed to leveraging existing LLM infrastruc-
ture for assessment applications.

The substantial performance variability observed
in few-shot learning—with accuracy ranges ex-
ceeding 14 percentage points in some condi-
tions—represents a significant barrier to opera-
tional deployment. This instability extends beyond
random variation to include systematic biases based
on example characteristics, as demonstrated by the
counterintuitive finding that difficult examples pro-
duced better classification performance than easy
examples. This result suggests that few-shot learn-
ing may be sensitive to the cognitive complexity
and feature richness of selected examples in ways
that are difficult to predict or control. The consis-
tency of these instability patterns across multiple
large language models indicates that the problem
is fundamental to the few-shot learning paradigm
rather than specific to particular architectures. For
educational assessment applications, this variabil-
ity is particularly concerning as unreliable classi-
fication performance can compromise test validity
and undermine confidence in automated systems.
The observed variability means that identical clas-
sification tasks could produce different results de-
pending solely on example selection choices, cre-
ating potential fairness and consistency issues in
high-stakes assessment environments.

Explanation-augmented knowledge distillation
addresses these limitations by fundamentally
changing the relationship between examples and
model performance. Rather than depending on a
small set of potentially biased examples at infer-
ence time, the distilled model learns from compre-
hensive exposure to the full training dataset, in-
ternalizing classification patterns that remain con-
sistent across evaluations. This methodological
difference eliminates the primary source of insta-
bility in few-shot approaches while maintaining
competitive performance levels. The extreme sen-
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sitivity to hyperparameter selection observed in
our distillation experiments, particularly the dra-
matic performance differences between learning
rates, highlights the importance of systematic op-
timization rather than relying on conventional pa-
rameter choices. The poor performance at learning
rate 1× 10−7 likely reflects catastrophic forgetting,
where the extremely conservative learning rate pre-
vented adequate adaptation to the classification task.
However, once properly configured, the distilled
model produces stable and reliable performance
without the variability that characterizes few-shot
approaches.

The trade-off between peak performance and
consistency revealed in our results reflects broader
considerations in educational technology deploy-
ment. While few-shot learning may occasionally
achieve higher performance with optimal exam-
ple selection, the risk of poor performance with
suboptimal examples may be unacceptable in as-
sessment contexts where consistent behavior is es-
sential. Knowledge distillation provides a middle
path that sacrifices some performance potential for
greater reliability and predictability, making it par-
ticularly suitable for operational assessment appli-
cations where consistency is paramount.

Several limitations should be considered when
interpreting these results. Our evaluation focused
on a single domain (medical education) and clas-
sification task, and generalization to other educa-
tional contexts requires further investigation. The
hyperparameter space explored for knowledge dis-
tillation was limited, and more comprehensive op-
timization might yield improved performance. Fu-
ture research should investigate the effectiveness of
explanation-augmented distillation across diverse
educational domains, examine different distillation
methods, and analyze the quality and utility of gen-
erated explanations. Additionally, research into
methods for automatically selecting optimal few-
shot examples or reducing example dependency
could address some of the limitations identified in
few-shot approaches.

This study demonstrates that explanation-
augmented knowledge distillation provides a prac-
tical solution to the instability problems inherent in
few-shot learning approaches for educational ques-
tion classification. The elimination of example-
dependent variability, combined with competitive
performance levels, makes knowledge distillation
particularly suitable for operational assessment ap-
plications where consistency and reliability are

paramount. These findings contribute to the grow-
ing understanding of how to effectively deploy
large language models in educational contexts
while managing their inherent limitations and oper-
ational constraints, offering organizations a viable
path to leverage existing LLM infrastructure reli-
ably and consistently.
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