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Abstract

Item difficulty prediction remains a critical
challenge in large-scale assessment develop-
ment, particularly for international programs
like TIMSS where extensive pretesting is costly
and time-consuming. This study investigated
the utility of large language model (LLM)-
extracted cognitive features for predicting item
difficulty in mathematics assessment. We ana-
lyzed restricted-use TIMSS mathematics items
from Grades 4 and 8, comparing three XG-
Boost models: traditional features (metadata
and textual complexity), LLM-extracted cogni-
tive features, and a combined approach. Tra-
ditional features alone achieved moderate per-
formance (R? = 0.36), while LLM-extracted
cognitive demand variables showed weaker
individual performance (R? = 0.20). How-
ever, the combined model substantially outper-
formed both individual approaches, explain-
ing 48% of variance in item difficulty, a 33%
improvement over traditional methods alone.
Results demonstrate that LLM-extracted fea-
tures provide complementary predictive infor-
mation that enhances difficulty prediction when
integrated with conventional textual and meta-
data features. This approach offers a scalable
alternative to expert-based cognitive analysis
while maintaining theoretical grounding in es-
tablished assessment frameworks.

1 Introduction

The calibration of item difficulty is a foundational
and resource-intensive requirement in any assess-
ment development. For large-scale assessments
such as the Trends in International Mathematics
and Science Study (TIMSS), the cost is even higher
as items need to be pretested across multiple edu-
cation systems participating in the program (von
Davier et al., 2024). The conventional psychomet-
ric process relies on extensive field testing to gather
empirical data, a practice that presents significant
logistical and financial burdens, thereby creating a

bottleneck in the test development lifecycle. This
operational challenge has motivated a sustained
search for automated methods capable of predict-
ing item difficulty directly from item text, aiming
to augment and streamline the item development
process (AlKhuzaey et al., 2024). Early research
in this area leveraged traditional Natural Language
Processing (NLP) techniques to extract surface-
level and engineered linguistic features. These in-
cluded readability indices (e.g., Flesch-Kincaid),
word and sentence counts, syntactic complexity
metrics, and psycholinguistic features from tools
like Coh-Metrix (AlKhuzaey et al., 2024). While
valuable, these methods do not capture the deeper
conceptual, cognitive, and reasoning demands em-
bedded within an assessment item.

The advent of Large Language Models (LLMs)
represents a paradigm shift in this domain. Three
dominant strategies for using LLMs for item dif-
ficulty prediction have emerged. The first, direct
estimation, involves prompting an LLM to act as a
subject-matter expert and assign a holistic difficulty
rating to an item. While intuitively appealing, this
approach functions as a "black box," providing a
score without rationale, and has shown inconsistent
performance, particularly for items designed for
younger learners (Razavi and Powers, 2025). The
second approach involves using LLMs to generate
text embeddings from item stems and response op-
tions, which then serve as features in a machine
learning model. This approach has been shown to
produce accurate difficulty predictions (Bulut et al.,
2024; Kapoor et al., 2025). However, models based
on embeddings lack interpretability. The third and
most sophisticated strategy treats the LLM as a
feature extractor. In this two-stage process, the
LLM is guided by a structured prompt to analyze
an item and output values for a set of predefined, in-
terpretable cognitive and linguistic features. These
features are then used as predictors in a separate,
often simpler, machine learning model (Razavi and
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Powers, 2025).

This study builds upon the promising feature-
based methodology by addressing key limitations
in current LLM applications for item difficulty pre-
diction. While previous research has demonstrated
the potential of LLM-extracted features, significant
gaps remain in applying these approaches to
complex, international assessment contexts such
as TIMSS mathematics items that span multiple
grade levels and cognitive domains. Furthermore,
existing studies have primarily focused on either
traditional psychometric features or LLM-derived
metrics in isolation, without systematically inves-
tigating how these complementary approaches
can be integrated to enhance predictive accuracy.
This investigation addresses these limitations
by developing a comprehensive framework that
combines traditional textual and metadata features
with LLM-extracted cognitive demand variables,
providing empirical evidence for the added value
of automated cognitive feature extraction in
large-scale assessment contexts.

Research Questions

1. How do large language model-extracted cog-
nitive features compare to traditional textual
complexity features in predicting item diffi-
culty in large-scale assessments?

2. To what extent do LLM-extracted cognitive
demand features enhance item difficulty pre-
diction when combined with traditional fea-
tures?

2 Related Works

Research on item difficulty modeling has long em-
phasized the integration of psychometric and cog-
nitive frameworks. Sheehan and Mislevy (1994)
applied tree-based regression analyses to link item
features, solution processes, and response formats
with IRT parameters, explaining up to 36% of
the variance in difficulty. Competency-based ap-
proaches have been particularly influential in in-
ternational large-scale assessments. Turner et al.
(2013) demonstrated that six mathematical com-
petencies (e.g., reasoning, modeling, symbol use)
strongly predicted item difficulty in PISA. Simi-
larly, Schneider et al. (2013) showed that Depth of
Knowledge (DOK), reading load, and contextual
demands systematically predicted item difficulty.

With the rise of machine learning, feature-based ap-
proaches have advanced prediction. Stépének et al.
(2023) compared multiple algorithms and found
that elastic net and random forests outperformed
expert ratings, suggesting that textual features can
approximate empirical difficulties. Yi et al. (2024)
extended this work with an XGBoost-SHAP frame-
work, achieving strong predictive accuracy while
offering interpretability by quantifying the contri-
bution of features such as reasoning steps and sym-
bolic complexity. While these studies demonstrated
the importance of cognitive and textual features,
they relied on experts to manually code the item
data for cognitive features, thereby limiting the
number of items that could be studied efficiently.

3 Method

3.1 Dataset

The dataset for this investigation comprised 202
restricted-use mathematics test items selected from
TIMSS Grades 4 and 8 assessments administered
in 2015 and 2019. These items spanned nine math-
ematical content areas, with the Number domain
contributing the highest number of items, while
roughly 23% were eTIMSS items delivered through
digital platforms. Item difficulty was quantified
using international average proportion-correct val-
ues (p-values) obtained from the TIMSS Interna-
tional Database. The mean proportion correct was
51.63%.

3.2 LLM

Using OpenAl’s GPT-4.1, several cognitive fea-
tures were extracted from each item. Leveraging
the reasoning capacity of GPT-4.1, we instructed
the model through few-shot prompting to evaluate
the items and provide appropriate rating based on
the provided detailed rubrics with numerical scales
and specific criteria for consistent rating across
items. GPT-4.1 was accessed through OpenAl’s
APIs using the ellmer package in R

3.3 Item Features

This study examined variables that could be sys-
tematically categorized based on their extraction
methodology: traditional features derived from con-
ventional computational and metadata approaches,
and LLM-extracted features leveraging large lan-
guage model capabilities for automated item analy-
sis.
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Traditional Features encompass two subcate-
gories of variables that have been extensively used
in prior research on item difficulty modeling.

Metadata Variables refer to characteristics speci-
fied during item development and assessment ad-
ministration. These included grade (4 or 8), item
type (multiple choice or constructed response), con-
tent domain (number, algebra, geometry, data and
probability), cognitive domain (knowing, applying,
reasoning), and presence of visual elements. These
variables align with established TIMSS framework
specifications and capture basic structural features
of assessment items.

Textual Complexity Variables captured the lin-
guistic demands of item stems and response options
using established computational linguistics ap-
proaches. These included basic text statistics such
as character count, word count, sentence count, and
syllable count, as well as established readability in-
dices including the Automated Readability Index,
SMOG readability formula, Coleman-Liau index,
Flesch Reading Ease, and Gunning Fog index. Ad-
ditional variables measured the frequency of digits
in item stem and response options, recognizing
that mathematical text presents unique processing
demands beyond general readability.

LLM-Extracted Features represent a novel
approach to automated item difficulty modeling,
leveraging the reasoning capabilities of large lan-
guage models to extract features that traditionally
required expert human judgment.

Mathematical Content Features were extracted
by prompting the LLM to identify and categorize
abstract mathematical concepts present in each
item. The LLM was also asked to provide a diffi-
culty rating on a 0-100 scale based on its analysis
of the mathematical content and cognitive demands,
serving as an Al-generated difficulty estimate.

Cognitive Demand Variables were extracted us-
ing the LLM to rate items according to the four
cognitive competencies framework developed by
Turner et al. (2013) for PISA assessment. The
LLM was prompted to evaluate each item’s de-
mand for: reasoning and argumentation, problem
solving, mathematical modeling, and communica-
tion. These competencies describe essential cogni-
tive processes required for successful mathematical
problem solving and have demonstrated high pre-
dictive validity in prior research, with competency-
based variables explaining approximately 70% of
the variance in PISA item difficulty when used
in regression models (Turner et al., 2013). The

LLM-based extraction approach offers a scalable
alternative to expert panel ratings while maintain-
ing theoretical grounding in established cognitive
frameworks.

3.4 Modeling

Using the proportion correct as our estimate of item
difficulty, we built a tree-based ensemble model to
map item features to difficulty estimates. Specif-
ically, we employed Extreme Gradient Boosting
(XGBoost) (Chen and Guestrin, 2016), a machine
learning algorithm that has demonstrated superior
performance across diverse prediction tasks, in-
cluding item difficulty prediction (Yi et al., 2024;
Lamgarraj et al., 2024).

XGBoost operates through a sequential ensem-
ble approach, iteratively constructing weak deci-
sion trees where each subsequent model focuses
on correcting the prediction errors made by the
previously constructed models. This additive mod-
eling strategy allows the algorithm to capture com-
plex, non-linear relationships between item fea-
tures and difficulty that traditional linear regression
approaches might miss. The sequential nature of
the boosting process enables the model to progres-
sively refine its predictions by learning from resid-
ual errors, ultimately producing a highly accurate
composite predictor.

The model’s ability to provide feature impor-
tance rankings offers valuable insights for assess-
ment development. By quantifying the relative con-
tribution of different item characteristics to diffi-
culty prediction, XGBoost can inform item writers
about which features most strongly influence item
difficulty, potentially improving the efficiency of
item development processes. This interpretability
is particularly valuable when comparing the pre-
dictive utility of traditional features versus novel
LLM-extracted features.

The dataset was randomly partitioned into train-
ing (80%) and testing (20%) sets to enable robust
model evaluation. Hyperparameter optimization
for the XGBoost model was conducted using 5-fold
cross-validation with grid search on the training set,
ensuring that model selection decisions were based
on generalizable performance rather than overfit-
ting to specific data partitions.

Model performance was evaluated using two
metrics: root mean squared error (RMSE) to quan-
tify the magnitude of prediction errors, and coeffi-
cient of determination (R?), to quantify the propor-
tion of variance in item difficulty explained by the

220



model.

4 Results

Three XGBoost models were developed to evalu-
ate the predictive utility of different feature cate-
gories for item difficulty prediction: a text-based
model using traditional features, a cognitive model
using LLM-extracted features, and a comprehen-
sive model combining both feature types. Table
1 presents the performance metrics for all three
models based on the testing dataset.

Table 1: Model performance metrics

Feature RMSE R?

Traditional 1543  0.36
LLM Cognitive 1727  0.20
Traditional + LLM Cognitive  14.03  0.48

The text-based model, utilizing traditional meta-
data and textual complexity variables, demon-
strated moderate predictive performance on the test
set (R? = .36, RMSE = 15.43). This model effec-
tively captured the linguistic and structural char-
acteristics of assessment items that influence dif-
ficulty, including readability indices, word counts,
and domain specifications.

In contrast, the cognitive model using only LLM-
extracted features showed weaker individual per-
formance (R? = 0.20, RMSE = 17.27). While the
cognitive demand variables and mathematical con-
tent features extracted by the LLM captured theo-
retically important aspects of item difficulty, these
features alone were insufficient for accurate diffi-
culty prediction.

The combined model incorporating both tradi-
tional and LLM-extracted features substantially
outperformed either individual approach, achiev-
ing the highest test set performance (R? = 0.48,
RMSE = 14.03). This represents a 33% improve-
ment in explained variance compared to the text-
only model and a 140% improvement compared
to the cognitive-only model. The superior perfor-
mance of the integrated approach demonstrates that
LLM-extracted cognitive features provide unique
predictive information that complements traditional
item characteristics.

Figure 1 displays the relative importance of the
top ten features for predicting mathematics item
difficulty according to the best-performing XG-
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Boost model that combined traditional and LLM-
extracted features. The LLM rating of item dif-
ficulty emerged as the most important predictor,
followed by item type and a series of readability
indices.

LLM difficulty rating{

Item type 1

Colman-Liau score+
Automatic readability index{

Flesch reading ease{

Feature

Character countq
Stem digit4
Flesch-Kincaid grade level score
Syllable count-
Equation type
020

0.10 0.15

Importance

0.00 0.05

Figure 1: Feature Importance Plot

5 Discussion

The findings from this study demonstrate that in-
tegrating LLLM-extracted features with traditional
item characteristics yields clear benefits for predict-
ing difficulty in TIMSS mathematics assessments.
Traditional features alone achieved moderate ac-
curacy (R%=0.36), a result consistent with earlier
research that relied on readability indices and meta-
data such as item format and domain (e.g., Sheehan
and Mislevy (1994); Schneider et al. (2013)). LLM-
extracted features on their own, while grounded in
cognitive frameworks similar to those emphasized
by Turner et al. (2013), showed weaker predictive
performance, suggesting that automated cognitive
coding alone is not sufficient to achieve excellent
predictive performance. However, the model with
combined feature types explained 48% the variance
in item difficulty, surpassing both approaches in iso-
lation and aligning with the findings of Stépanek
et al. (2023) and Yi et al. (2024), who showed
that hybrid models incorporating multiple feature
sets outperform single source predictors. These
results suggest that LL.M-derived cognitive mea-
sures capture unique dimensions of difficulty that
complement rather than replace traditional text and
metadata indicators.

The study also reinforces and extends findings
from recent LLM-based work. Razavi and Pow-
ers (2025) demonstrated that LLMs can enhance
difficulty prediction when used as feature extrac-



tors for tree-based models, while Li et al. (2025)
found that fine-tuned smaller models often outper-
form large general-purpose LLMs in educational
contexts. Our results resonate with these studies
by showing that raw LLM predictions are insuffi-
cient but that their structured cognitive features add
significant value when combined with traditional
descriptors.

6 Conclusion

This study provides new evidence on the poten-
tial of LLM-extracted features to improve item
difficulty prediction in international large-scale as-
sessments such as TIMSS. While traditional meta-
data and textual complexity variables accounted
for a moderate proportion of variance in item diffi-
culty, and LLM-extracted cognitive features alone
showed limited predictive value, their integration
substantially enhanced accuracy, explaining nearly
half of the variance in item difficulty. These results
confirm that LLMs capture complementary aspects
of cognitive demand and reasoning that extend be-
yond conventional text-based measures, offering a
scalable alternative to manual coding. The findings
also reinforce prior evidence that hybrid models
outperform single-source predictors and demon-
strate that combining psychometric, linguistic, and
cognitive perspectives is essential for advancing
item modeling.

By carefully choosing theoretically grounded
cognitive demand features, this research shows
how LLM-extracted features can provide not only
stronger predictions but also actionable insights
into the cognitive and structural elements driving
item difficulty. Together, these contributions re-
spond to calls in prior work for approaches that bal-
ance predictive power with interpretability, bridg-
ing psychometric traditions with modern NLP ad-
vances. Ultimately, the study offers a practical
pathway for improving efficiency in item calibra-
tion, reducing reliance on costly pretesting, and
enhancing the design of equitable and cognitively
grounded assessments in mathematics education.
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