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Abstract 

Grading assessment in data science faces challenges 

related to scalability, consistency, and fairness. 

Synthetic dataset and GenAI enable us to simulate 

realistic code samples and automatically evaluate 

using rubric-driven systems. The research proposes an 

automatic grading system for generated Python code 

samples and explores GenAI grading reliability 

through human-AI comparison. 
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1 Introduction 

Digital technologies have significantly influenced 

educational assessment, leading to a growing 

interest in the automatic grading of student work. 

Traditionally, evaluating student submissions, 

especially coding and open-ended responses, has 

been labor-intensive and often subjective for 

educators. Manual grading tends to be inconsistent, 

biased, and a considerable time investment, 

particularly in large-enrollment courses. Automatic 

grading systems, primarily designed to address 

these challenges, aim to enhance efficiency, 

consistency, and objectivity in the assessment 

process, streamlining educational workflows and 

providing timely student feedback. Automatic 

grading is subject to the nature of text, code, and 

evaluating program codes might use different 

approaches for automated grading, where human 

cognition and human experience shed light on the 

process, and we will also assess the reliability of 

GenAI coding grading through a series of 

comparisons between human and GenAI 

evaluations. 

Automated Grading of Student Work 

 
The development of automatic grading systems is 

deeply rooted in advancements in artificial 

intelligence (AI), particularly in the fields of 

Natural Language Processing (NLP) and Machine 

Learning (ML) (V. Nikhil et al., 2025; Kumar et al., 

2024; Alqahtani et al., 2023). While early systems 

relied on rule-based approaches and statistical 

models to analyze surface-level features such as 

grammar, spelling, and word count, more recently, 

deep learning techniques, including models like 

BERT and RoBERTa, have enabled more 

sophisticated semantic analysis, allowing systems 

to better understand the content and coherence of 

written responses (Ayaan & Ng, 2025; Faseeh et al., 

2024; Bayer et al., 2022). The emergence of Large 

Language Models (LLMs) further promises to 

revolutionize this domain by offering enhanced 

capabilities in processing complex sentences, 

establishing relationships between text elements, 

and even discerning the intent behind writing. 

 

The benefits of automatic grading systems are 

substantial and widely discussed in the literature. 

Foremost among these is the significant 

reduction in grading time and workload for 

instructors, freeing instructors to focus on more 

personalized student interactions and curriculum 

development (Messer et al., 2025). Automated 

systems also provide unparalleled consistency 

and objectivity, applying uniform criteria across 

all submissions and minimizing human biases 

that can inadvertently affect grades (Vetrivel et 

al., 2025). These advantages, which incl·ude 

scalability, rapid feedback, and reduced bias, 

have been extensively synthesized in recent 

systematic reviews (Marcelo Guerra Hahn et al., 

2021), underscoring their central role in modern 

online and large-scale learning environments. 
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Crucially, these systems offer immediate 

feedback to students, a feature essential for 

reinforcing learning and enabling prompt self-

correction. Previous research suggests that these 

practices lead to better long-term retention and 

skill development (Demszky et al., 2023; Wilson 

et al., 2021). Furthermore, the scalability of 

automatic grading makes it a crucial tool for 

large classes and online learning environments 

(Lin et al., 2024; Messer et al., 2023). 

 
Despite these advantages, previous studies also 

highlight several challenges and limitations 

associated with automatic grading (Padó et al., 

2023). A primary concern is the inherent 

difficulty in replicating the nuanced judgment of 

human graders, especially concerning subjective 

aspects of writing such as creativity, originality, 

critical thinking, and subtle rhetorical devices 

like humor or irony. Critics argue that over-

reliance on algorithms might inadvertently 

incentivize students to adopt formulaic writing 

styles that appeal to the machine's evaluative 

criteria rather than foster genuine intellectual 

development. Moreover, while automated 

systems excel at quantitative feedback, they 

often struggle to provide the rich, qualitative, and 

constructive suggestions that human graders can 

offer, which are essential for deep learning and 

improvement (Figueras et al., 2025; Bato & 

Pomperada, 2025; Fagbohun et al., 2024). 

 
Ethical considerations and student perception are 

also critical in the discourse (Farazouli, 2024). 

Concerns about algorithmic bias, where systems 

might inadvertently perpetuate or amplify 

existing societal biases in their training data, are 

frequently raised. It can lead to unfair or 

inequitable assessments for specific demographic 

groups (Baker & Hawn, 2021; Kordzadeh & 

Ghasemaghaei, 2021). Besides, some studies 

indicate that students may perceive automated 

grading as less fair or trustworthy than human 

evaluation, potentially undermining their 

confidence in the integrity of the scoring process 

(Vetrivel et al., 2025; Chai et al., 2024). 

Addressing these issues requires transparent 

system design, rigorous validation, and, in many 

cases, a hybrid approach that integrates human 

oversight (Kern et al., 2022). Looking ahead, 

automatic grading is moving towards advanced 

hybrid systems that combine the strengths of AI 

with human insight. Researchers focus on how 

AI can help evaluate more complex skills and 

adapt to individual learning needs, emphasizing 

personalized educational paths. A key 

development area involves integrating these 

grading tools with existing Learning 

Management Systems (LMS) to create smooth 

and effective educational environments. By 

thoroughly capturing human behavior, these 

systems can continuously learn from human 

input, leading to a more efficient, objective, and 

supportive learning experience for students 

through detailed and instant feedback, all while 

carefully managing the associated complexities.  

 
Hence, with the increasing integration of data 

science and coding instruction into educational 

curricula, scalable and equitable assessment of 

student-generated code is becoming prominent. 

Assignments that involve code development, 

data analysis, and interpretation pose challenges 

for large-scale instruction due to the complexity 

and subjectivity in grading. Although criteria 

provide a standardized basis for assessment, 

manual scoring is time-consuming and 

inconsistent. It emphasizes the requirement for 

scalable, reliable, and pedagogy-matching 

grading solutions for education. GenAI and 

LLMs could develop the perception of code, 

whereas synthetic student data methods enable 

the recreation of student submissions in 

controlled environments, negating student 

privacy concerns. Moreover, automated grading 

systems can behave differently depending on the 

nature of the text and the machine learning 

approach used to evaluate. Grounded in prior 

studies, our research proposes an auto-grading 

framework that integrates GenAI with synthetic 

data and evaluates the reliability of automated 

grading in data science by examining differences 

between human and AI grading outcomes, 

intending to enhance the efficiency and 

effectiveness of coding assessment practices. 

 

Hence, our study aims to address the following 

research questions (RQs): 

RQ1: How effectively do rubric-based GenAI 

grading outputs align with human ratings across 

all programming code samples regarding total 

scoring consistency? 

RQ2: What are the methodological strengths and 

practical limitations of GenAI-based rubric 

grading systems with respect to reliability, 

scalability, and fairness in programming 

assessment, and how can educators be guided to 

integrate such systems effectively into grading 

practices? 
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2 Research Methodology 

Based on academic and behavioral 

characteristics, we used GPT-5 to generate 100 

synthetic student profiles as the original dataset. 

These profiles include features such as the 

number of hours studied per day, lecture 

attendance rate in percentage, average quiz score, 

assignment score, final exam score, class 

participation level, number of hours of internet 

usage per day, and average number of sleeping 

hours per day. Each profile was uniquely 

identified by a distinct student ID. 

 

Based on the synthetic education dataset, we 

have defined a regression task (supervised task) 

for further code samples simulation and human-

AI grading comparison. 

 
TASK: The Regression Task (Supervised Task) 

 
This task is a supervised regression problem that 

aims to predict a continuous numerical value, the 

final exam outcome, based on various student 

behavioral and academic features. The goal is 

not just to make accurate predictions, but to 

build a model that can be easily understood, 

allowing us to identify which specific student 

behaviors and indicators have the most 

significant impact on student final scores. It is 

different from a classification task, which would 

predict a discrete category like "pass" or "fail." 

Instead, the response variable final exam 

outcome is a numerical variable, such as "92.5”. 
When generating the AI code, you'll need to 

consider several key details: 

 
Dataset: The input data is in a CSV file named 

synthetic_education_data.csv. The task includes 

loading, preprocessing, and analyzing this data. 

 

Response Variable: The column representing the 

final exam outcome is the response variable we 

want to predict. You will need to identify this 

column in the dataset. 

 

Feature Variables: The other columns 

containing the student behavioral and academic 

information are the features or independent 

variables. These will be used to train the model. 

 

Model: Since the goal is interpretability, a good 

starting point would be models like linear 

regression, decision trees, or random forests. 

While more complex models like neural networks 

might be more accurate, they are often less 

transparent about predictions. 

 

Evaluation Metrics: The code should use 

regression-specific metrics to evaluate the 

model's performance. Common metrics include: 

Mean Squared Error (MSE): Measures the 

average of the squared differences between the 

predicted and actual values. A lower MSE 

indicates more accurate predictions. Root Mean 

Squared Error (RMSE): The square root of the 

MSE, expressed in the same units as the response 

variable, making it easier to interpret. R-squared 

(R²): Indicates how well the model’s predictions 

fit the actual data, ranging in (−∞, 1], with 

values closer to 1 indicating that the model 

explains more of the variability in the outcome. A 

negative R² suggests that the model performs 

worse than a simple mean predictor. 

 

Based on the task descriptions, a total of 25 

synthetic Python code samples were generated 

by GPT-5, differing in syntax, formatting, and 

comments. The prompt we used was: “Could you 

generate 25 distinct Python solutions for the 

Regression Task by simulating 25 different 

students who have diverse levels of expertise and 

performance in coding skills, educational data 

analytics, and data mining methods? ” 

 
Evaluation Rubric: Each code sample was 

assessed using a detailed analytic rubric with 20 

evaluation criteria to assess a broad range of 

coding competencies aligned with learning 

outcomes in data science education: comments 

used, number of lines, number of libraries, 

number of variables, number of visualizations, 

error-free, clear structure, organized, data 

cleaning, outlier checking, optimized solution, 

code complexity, interpretation quality, code 

readability, predictable variable names, visual 

readability, code reusability, data accessibility, 

resource efficiency, and overall quality. 

 

Each code sample received a complete rubric-

based score evaluation, and the total score for 

each code sample was computed by summing the 

20 criteria. Based on the 20 criteria, scores 

ranged from 1 to 5 for each criterion, and with a 

total score out of 100 for each code sample. 

GenAI grading was conducted using GPT-5 via 

OpenAI, guided by the 20 criteria grading 

scheme with human cognition to enhance 

reliability and evaluation alignment. To compare 
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GenAI and human grading results, a human 

grader evaluated those generated 25 code 

samples based on the same rubric with 20 

evaluation criteria. To better understand the 

score distribution of GenAI versus Human 

grading result comparison, we visualized total 

scores using a multi-line radar and a scatter plot. 

These visualizations revealed a broad 

distribution of grades, supporting the diversity in 

the code samples simulation. Inter-rater 

agreement between human and AI grading 

results was analyzed using intraclass correlation 

coefficients (ICC), Cohen’s Kappa, and 

Cronbach’s α to evaluate reliability and 

consistency between human and AI evaluators. 

The research establishes a reproducible 

framework for rubric-based automatic code 

grading, incorporates realistic grading variability, 

and evaluates the reliability of AI-based scoring, 

contributing to the development of hybrid 

assessment systems that balance efficiency with 

instructional quality in STEM education. 

3 Data Analysis & Results 

All data analyses and Python code are stored in a 

private GitHub repository (2025-NCME-AIME-

Con-Yiyao-Yang; Yang, 2025), available upon 

request. The summary statistics of rubric-based 

GenAI versus human grading across 25 

submitted code samples of the regression task 

(Table 1) indicate a generally consistent trend, 

but a systematically lower scoring pattern by 

GenAI. Among all 25 different code samples, the 

mean score of GenAI grading (81.00) is lower 

than that of human grading (86.91), with median 

scores of 80.85 and 86.53, respectively. The 

score ranges show that both GenAI (74.02 – 

91.88) and human (73.47 – 95.79) raters have 

captured the full spectrum of code quality, 

although human gradings exhibit higher 

variability (range = 22.32, IQR = 4.53) compared 

to GenAI ratings (range = 17.86, IQR = 2.63).  

 
Table 1 

Summary Statistics of Rubric-Based GenAI versus 

Human Grading of 25 Generated Code Samples 

  GenAI  Human 
Mean 81.00 86.91 
Median 80.85 86.53 
Range 17.86 22.32 
IQR 2.63 4.53 
Max 91.88 95.79 
Min 74.02 73.47 

Note. All values are reported to two decimal places. 

Examining the score distributions, GenAI 

exhibits a narrower range than human raters, 

reflecting compressed score variability. 
Across the 25 code samples, human grading 

generally assigned higher scores than GenAI 

grading, with only two tasks (Code Sample # 11 

and # 23) receiving similar grades from both 

evaluators. Visual comparisons, including the 

multi-line radar plot (Figure 1) and the scatter 

plot (Figure 2), further confirm that while GenAI 

grading follows the overall performance trend, it 

predominantly underestimates scores relative to 

human evaluation. 

 
Figure 1 

GenAI versus Human Grading: Multi-Line Radar 

 
Note. “C” denotes “Code Sample”. 

 
Figure 2 

GenAI versus Human Grading: Scatter Plot 

 
Note. “C” denotes “Code Sample”. 

 

Overall, GenAI moderately captures relative 

performance trends but tends to underestimate 

scores compared to human grading. It provides a 

useful foundation for consistency checks and 

supports the development of semi-automated 

grading workflows. The evaluation of rubric-

based GenAI grading systems highlights both 

methodological strengths and practical 

constraints. In terms of reliability, the intraclass 

correlation coefficient (ICC (2,1) ≈ 0.51) 
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indicates moderate consistency between GenAI 

and human grading results, suggesting that 

GenAI reasonably captures relative performance 

trends, though absolute score alignment remains 

limited. The low Cohen’s Kappa ( ≈ 0.01) 

highlights minimal exact agreement on total 

scores, indicating that categorical consistency 

between GenAI and human grading outcomes is 

extremely low. In contrast, the high Cronbach’s 

α ( ≈ 0.90) demonstrates strong internal 

consistency across rubric criteria, indicating 

coherent scoring patterns within the multi-

criteria evaluation framework. 

 
Regarding scalability, GenAI efficiently 

processes large volumes of code samples, 

producing rapid and reproducible scores without 

the temporal and cognitive variability of human 

raters, as a key advantage in large programming 

courses. For instructional alignment, the 

moderate total-score reliability suggests that 

GenAI is best used as a complement, rather than 

a replacement for human judgment. Educators 

may use GenAI for first-pass grading, trend 

identification, and efficient formative feedback, 

while maintaining human oversight for final 

scoring decisions. Iterative refinement of rubric 

prompts can further improve alignment, enabling 

a collaborative hybrid human-AI grading 

workflow. 

4 Conclusion 

Taken together, the findings underscore the 

necessity of re-evaluating grading practices in 

programming education. Previous research 

indicates that human graders often show 

considerable variability in scoring the same 

programming assignments, with both inter-rater 

disagreement and intra-rater inconsistency, 

suggesting that the notion of a “gold standard” in 

human grading may be inherently flawed 

(Messer et al., 2025). A shared rubric alone is 

insufficient to guarantee consistent evaluation, 

and additional measures such as assessor training 

and alternative grading practices are needed to 

improve reliability. In this context, our research 

further demonstrates that rubric-based GenAI 

grading offers a practical complement: While 

GenAI auto-grading cannot replace human 

judgment, it can efficiently perform an initial 

assessment of coding assignments, after which 

human evaluators can review and adjust the 

grading results. Such a collaborative human-AI 

workflow leverages the efficiency of automated 

scoring while preserving the refined judgment of 

human graders, providing an effective approach 

to scalable, semi-automated hybrid assessment of 

programming tasks. By combining the efficiency 

of GenAI with the experience and judgement of 

human evaluators, we can ensure assessment 

fairness while giving educators the space to 

guide students meaningfully in data science 

education, encouraging and inspiring them to 

grow as passionate programmers and to blossom 

as inquisitive learners and reflective thinkers, 

guided by curiosity, courage, and the joy of 

discovery. 
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