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Abstract

In this paper, we present the Arabic Multimodal
Crawl (AMCrawl), the first native-based Ara-
bic multimodal dataset to our knowledge, de-
rived from the Common Crawl corpus and rig-
orously filtered for quality and safety. Image-
text pair datasets are the standard choice for
pretraining multimodal large language mod-
els. However, they are often derived from im-
age alt-text metadata, which is typically brief
and context-poor, disconnecting images from
their broader meaning. Although significant
advances have been made in building inter-
leaved image-text datasets for English, such
as the OBELICS dataset, a substantial gap
remains for native Arabic content. Our pro-
cessing covered 8.6 million Arabic web pages,
yielding 5.8 million associated images and 1.3
billion text tokens. The final dataset includes
interleaved image-text documents and question-
answer pairs, featuring 2.8 million high-quality
interleaved documents and 5 million QA pairs.
Alongside the dataset, we release the com-
plete pipeline and code, ensuring reproducibil-
ity and encouraging further research and devel-
opment. To demonstrate the effectiveness of
AMCrawl, we introduce a publicly available
native Arabic Vision Language model, trained
with 13 billion parameters. These models
achieve competitive results when benchmarked
against publicly available datasets. AMCrawl
bridges a critical gap in Arabic multimodal
resources, providing a robust foundation for
developing Arabic multimodal large language
models and fostering advancements in this un-
derrepresented area. Code: github.com/shahad-
aboukozzana/AMCrawl

1 Introduction

Multimodal Large Language Models are trained
on datasets that combine multiple modalities to
build models across modality understanding and
generation capabilities. This led to multiple data

Figure 1: Sample QA-Image Pair from AMCrawl
dataset.

curation efforts to build pretraining, fine-tuning,
and benchmark datasets that are multimodal in
nature. For Vision-Language Models, image-text
pairs are among the most common and easily ob-
tained dataset forms, since the alt-text property of
images found on the web represents a quick and
scalable method of finding a relevant text. However,
such datasets suffer from several issues, such as an
empty alt-text, alt-text filled by the image’s file
name, or text that is unrelated to the image content.
Furthermore, if the alt-text is to be found with rele-
vant text, the text is usually short and lacks gram-
matical correctness. To address this, several efforts
have been made to build an interleaved image-text
dataset where images appear between sequences
of text. This format provides a richer and more
natural context for the images; furthermore, this
also exposes the model to contexts with multiple
related images, which enables complex prompting
scenarios involving more than one image. Multi-
ple multimodal Large Language Models have been
pretrained on interleaved multimodal documents,
including Flamingo (Alayrac et al., 2022), CM3
(Aghajanyan et al., 2022), KOSMOS-1 (Huang
et al., 2023) OpenFlamingo (Awadalla et al., 2023),
IDEFICS (Laurençon et al., 2023), and AnyGPT
(Zhan et al., 2024)

Publicly available datasets in this format are
mainly targeting the English language, such as
MMC4 (Zhu et al., 2023) OBELICS (Laurençon
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et al., 2023) and MINT-1T(Awadalla et al., 2024).
Given that and motivated by supporting multimodal
LLM research for Arabic, we propose AMCrawl:
An Arabic web-scale dataset of Interleaved image-
text documents. The proposed dataset follows the
pipeline proposed by (Laurençon et al., 2023) after
customizing it for the Arabic Language. Further-
more, the pipeline is extended to generate a high
quality question-answer pairs dataset, by leverag-
ing the interleaved documents and Large Language
Models. Our contributions can be summarized as
follows:

• We introduce AMCrawl, a multimodal doc-
uments dataset, curated from the Common-
Crawl Corpus where raw web pages are fil-
tered for safety and quality.

• We generated a dataset of Question-Answer
pairs derived from the interleaved documents
using GPT generation, making it ideal to train
Vision-Language Models.

• We provide a high quality Arabic translation
for several multimodal datasets commonly
used for training VLMs.

• We show the viability of our dataset by train-
ing and validating a Vision-Language model.

• We open source our dataset to the research
community.

2 Related Works

2.1 Interleaved Image-Text Documents
Datasets

Several English multimodal document datasets
have been created and used to train multimodal
LLMs (Zhu et al., 2023) (Raffel et al., 2020)
(Laurençon et al., 2023). The Multimodal C4
(MMC4)(Zhu et al., 2023) starts from the C4
dataset (Raffel et al., 2020), downloads the images
separately, then aligns image and text by solving
a bipartite assignment problem for each document
and its images using a CLIP model (Radford et al.,
2021). OBELICS (Laurençon et al., 2023) uses re-
cent CommonCrawl snapshots, employs the DOM
structure to place images in between text sequences
and de-duplicate both text and images.

MINT-1T(Awadalla et al., 2024) expanded their
data sources to include PDF files and ArXiv papers.
OmniCorpus (Li et al., 2024) is a multilingual in-
terleaved image-text documents dataset covering
multiple languages including Arabic, by time of
this writing, the dataset is not publicly released and
no statistics are provided for the Arabic portion of

the dataset.

2.2 Image-Text Pairs Datasets

Peacock (Alwajih et al., 2024), a suite of Arabic
multimodal large language models (MLLMs) de-
signed to handle both vision and language tasks
in Arabic. The authors also proposed Henna, a
new benchmark focused on evaluating cultural and
dialectal visual reasoning in Arabic contexts. Vi-
olet (Mohamed et al., 2023) is a vision–language
model tailored for Arabic image captioning. The
authors employed a vision encoder paired with
a Gemini-based text decoder, enhancing fluency
and integration between image and text represen-
tations. Image-Text pairs dataset are abundant in
English, with curation processes ranging between
automatic crawling of image alt-text from the web,
to manual human annotation. SBU (Ordonez et al.,
2011) represents one of the first efforts to collect
image-text pairs at scale by querying Flickr, a so-
cial media site for image and video hosting, and
filtering the results leading to 1 Million image-
text pairs where the user provided description is
used as a caption. MSCOCO (Microsoft Com-
mon Objects in Context)(Lin et al., 2015) is a
widely used dataset offering high-quality image-
text pairs, it is labeled for several tasks including
object recognition, image captioning, dense pose
estimation, and image segmentation. Conceptual
Captions (Sharma et al., 2018) consists of large-
scale image-text pairs sourced from the web, focus-
ing on automatically generated captions with mini-
mal human intervention. NoCaps (Agrawal et al.,
2019) builds upon the COCO dataset but empha-
sizes evaluating models on novel object categories,
encouraging generalization beyond the original
dataset. LAION-400M(Schuhmann et al., 2021)
and LAION-5B (Schuhmann et al., 2024) are mas-
sive datasets comprising image-text pairs scraped
from the web. These datasets emphasize scala-
bility and open-domain applications, serving as a
foundation for large-scale vision-language pretrain-
ing CC12M (Changpinyo et al., 2021) is a smaller
but high-quality web-crawled dataset focusing on
diverse visual content and associated captions, pro-
viding a mid-scale alternative to LAION datasets
Special domain datasets have been collected to ad-
dress specific challenging Fashion and Lifestyle
Applications DeepFashion (Liu et al., 2016) and
Fashion-Gen (Rostamzadeh et al., 2018) are spe-
cialized datasets targeting fashion-related tasks,
such as image captioning, clothing retrieval, and
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style-based recommendations. These datasets of-
fer detailed annotations of fashion items, including
attributes, categories, and text descriptions

There are several datasets related to visual ques-
tion answering and reasoning - VQA (Goyal et al.,
2017), CLEVR (Johnson et al., 2017), TDIUC
(Kafle and Kanan, 2017), and CVQA (Romero
et al., 2024)are pivotal datasets for visual ques-
tion answering. While VQA provides real-world
images paired with natural language questions,
CLEVR offers synthetic images designed for
reasoning-based tasks. TDIUC extends this space
with diverse image-question pairs, focusing on task-
level diversity and difficulty.

While CVQA includes Arabic among 12 lan-
guages, it is primarily designed as a human-
annotated evaluation benchmark with a focus on
cultural reasoning. In contrast, AMCrawl-QA is
a large-scale, automatically generated dataset con-
taining 5 million QA pairs derived from real Arabic
web documents, specifically designed for pretrain-
ing and instruction tuning of Arabic multimodal
LLMs. Its integration with interleaved image-text
documents enables training on long-form, multi-
image contexts, making it suitable for foundational
model development.

- GQA (Hudson and Manning, 2019) and VCR
(Zellers et al., 2019) further explore reasoning capa-
bilities, with GQA focusing on grounded question
answering and VCR emphasizing visual common-
sense reasoning in complex, multimodal scenarios.

For a fine-grained detailed understanding,
several Localized Image Annotations - Ref-
COCO(Kazemzadeh et al., 2014) specializes in
referring expression comprehension, where mod-
els must identify specific regions within an image
described by natural language . - OpenImages
(Localized Narratives) (Pont-Tuset et al., 2020)
introduces dense annotations that include region
descriptions and correspondences, aiding in tasks
like visual grounding and segmentation. RedCaps
(Desai et al., 2021) combines Flickr images with
rich community-driven captions, offering domain-
specific insights with high-quality annotations

Creative and Cultural Applications - ArtEmis
(Achlioptas et al., 2021) and ArtElingo (Mohamed
et al., 2022a) are datasets that focus on artistic
images paired with emotional or descriptive cap-
tions, supporting research in computational aesthet-
ics and art interpretation. - Recipe1M (Marin et al.,
2019) offers text-image pairs in the culinary do-
main, linking recipe instructions to corresponding

food images for tasks like cross-modal retrieval and
generation.

To address accessibility, VizWiz (Gurari et al.,
2018) provides real-world image-text pairs de-
signed to assist visually impaired users, including
visual questions and answers tailored to their needs.
TextCaps (Sidorov et al., 2020) emphasizes dense
text-related captioning, encouraging models to in-
terpret and describe textual content within images,
a task critical for scenarios like accessibility and
information retrieval.

Multilingual datasets include: Multi30K (El-
liott et al., 2016) and WIT (Wikipedia Image-Text)
(Srinivasan et al., 2021) offer multilingual annota-
tions, with Multi30K extending MSCOCO anno-
tations to multiple languages and WIT providing
image-text pairs sourced from Wikipedia across
diverse domains and languages. - COYO-700M
(Byeon et al., 2022) and MINT-1T (Awadalla et al.,
2024) scale cross-modal datasets to hundreds of
millions or billions of image-text pairs, supporting
robust pretraining of vision-language models.

On the Scientific and Domain-Specific Datasets:
ChartQA (Masry et al., 2022) target scientific or
structured visual content, such as charts, graphs,
and multimodal documents, enabling research into
reasoning and interpretation in specialized domains.
AI2D (Kembhavi et al., 2016) and OmniCorpus
(Li et al., 2024) provide datasets for document-
level image-text tasks, such as diagram understand-
ing and multimodal document analysis. Recent
large scale datasets include MMC4 (Zhu et al.,
2023), OBELICS (Laurençon et al., 2023), Pix-
elProse (Singla et al., 2024), and CommonPool
(Goyal et al., 2024) are newly emerging large-scale
datasets supporting diverse tasks like image cap-
tioning, dense text-image alignment, and large-
scale multimodal research. There are a number
of Arabic Image-Text Pairs datasets, here we re-
view some of the most significant onces. Google’s
Wikipedia-based Image Text (WIT) Dataset (Srini-
vasan et al., 2021) is a multilingual dataset that ex-
tracts images, their captions, alt-text and attribution
description, alongside a portion of the text found
on the same page as a context. The Arabic subset
of the dataset includes more than 600k examples
covering 500K unique images. Crossmodal-3600
(Thapliyal et al., 2022) is an Image Captioning
consisting of 3600 images annotated manually in
36 languages, including Arabic. ArtELingo (Mo-
hamed et al., 2022b) is a multilingual collection
of 80K artwork annotated with captions and emo-
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Figure 2: A high level workflow of the AMCrawl
Pipeline

tions. MTVQA (Tang et al., 2024) is a multilin-
gual Visual Question-Answer dataset covering 9
languages including Arabic and annotated by na-
tive speakers, the dataset focuses on images with
textual information relevant to the questions, the
dataset contains 6.68k samples, 568 of which are
in Arabic. ArMeme (Alam et al., 2024) is a meme
dataset consisting of 6k image-text pairs collected
from social media sites. Several other efforts trans-
late English image captioning dataset into several
languages including Arabic, examples of such ef-
forts are: Araclip (Al-Barham et al., 2024), they
translate CC3M, CC12M, SBU, MSCOCO and
XTD-10(Aggarwal and Kale, 2020). Table 1 sum-
marizes key multimodal datasets used in recent
research, covering dataset language, size, type, and
year of release. Size refers to the number of im-
ages in image-text pairs dataset, and it refers to the
number of documents in the interleaved datasets.
In the language column, Multilingual+ar means
that Arabic is one of the languages included in the
dataset. Note that datasets are not mutually exclu-
sive; e.g. the AraClip dataset is a translated version
of several datasets like COCO.

3 Multimodal Documents Curation
Process

The pipeline to process CommonCrawl data is
adopted from (Laurençon et al., 2023), after several
modifications and customization. The following is
an overview of the main steps in the interleaved
documents curation process depicted in Figure 2.
CommonCrawl Download
Using the latest CommonCrawl snapshot as the
time of this writing, namely June 2024’s snapshot,
an index is build for metadata of a webpage with
language tag equal to ara, for the Arabic language.
Then, the metadata are used to download the Web
Archive (WARC) files for the selected web pages.

Table 1: Summary of Datasets Used in Recent Multi-
modal Research

Dataset Lang Size Type Year

CC12M EN 12M Img Cap 2021
LAION EN 400M Img Cap 2021
RedCap EN 12M Img Cap 2021
ArtEmis EN 80K Img Cap 2021
WIT multi 11.5M Img Cap 2021
Crossmodal multi 3.6K Img Cap 2022
ArtELingo multi 80K Emo Pred 2022
XVNLI multi 724K NLI 2022
COYO-700M EN 747M Img Cap 2022
LAION-5B multi 5B Img Cap 2022
M3W
(Flamingo)

EN 185M Interleaved 2022

ChartQA EN 20K Chart
VQA

2022

MMC4 EN 571M Interleaved 2023
OmniCorpus multi 8.6B Interleaved 2023
OBELICS EN 353M Interleaved 2023
KOSMOS-1
Data

EN 71M Interleaved 2023

MTVQA multi 2K VQA 2024
ArMeme AR 6K Content

Filtering
2024

AraClip AR
(trans)

12M Img Cap 2024

MINT-1T EN 3.4B Interleaved 2024
Web
Interleaved
(MM1)

EN 1B Interleaved 2024

CoMM EN 1M Interleaved 2024
PixelProse EN 16M Img Cap 2024
CommomPool EN 12.8M Img Cap 2024
AMCrawl
(Ours)

AR 2.8M Interleaved 2025

AMCrawl -
QA (Ours)

AR 5M VQA 2025
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HTML Extraction and Simplification After the
download is completed, the HTML content of the
WARC file is extracted and the HTML is simplified
by following several steps, including: Remove non-
text or non-images nodes, Merging consecutive text
nodes, Strip multiple line breaks, Strip multiple
spaces, Remove HTML comments, Replace Line
Break tags with line breaks, Remove dates, and
simplify nested HTML nodes.

The results of this step include the simplified
HTML files and URLs for all the images found in
the original web page.

Image Downloading Using the image URLs from
the previous step, all images are downloaded.
Furthermore, a map is created between image
URLs and image files.

Merging Text with Images The images are
merged with the simplified text documents by
replacing the image URLs with the corresponding
image downloaded in the previous step. Further-
more, a basic image filtering is done at this stage
where the image is not placed in the document if
its URL contains one of several banned words such
as logo, button, icon, plugin, widget to eliminate
semantically irrelevant images.

Quality Filtering The previous steps produce
interleaved image-text documents, which are
passed through the following quality filters:
removing documents with no images or more than
30 images, check image format, size and aspect
ratio, check the number of words per document,
and check the perplexity score for each document.

Perplexity model. We compute document-level
perplexity using a KenLM n-gram language
model trained on Wikipedia (Heafield, 2011).

Safety Filtering NSFW image filtering is done
at two stage. Before downloading the images,
image urls are filtered, and any url containing
words related to NSFW are removed. Furthermore,
downloaded images are later filtered by identifying
NSFW images using an open source NSFW classi-
fier based on the MobileNet architecture(Laborde,
2023). Any document containing at least one
flagged image is removed from the dataset. After
running this filter we eliminated 44,701 documents.

Table 2: General Statistics of the AMCrawl Dataset

Sr. Category Count

1 Downloaded Documents 8,641,036
2 Filtered Documents 2,807,179
3 Filtered Images 5,199,707
4 Documents with No Images 3.8 M
5 Train Split Images 4,496,964
5 Test Split Images 702,743
6 Total Text Tokens 1.3B

4 Data Analysis

4.1 General Statistics

As shown in Table 2 more than 8.5 million Arabic
web pages were downloaded from the Common-
Crawl snapshot of June 2024. Around 65% of
them are eliminated in the filtration step described
in Section 3. The majority of the reason for the
elimination is found to be the absence of images in
the document. The number of documents after the
quality filter is more than 2.8 million interleaved
documents.

4.2 Topic Modeling

Following (Zhu et al., 2023) we perform topic mod-
eling using Latent Dirichlet Allocation (LDA) (Blei
et al., 2003) to understand the topic distribution and
diversity across the dataset. We run LDA with 20
topics on a random subset of 1,000,000 documents,
and used the learned model to infer the topics of the
remaining documents. We show the frequent words
and the estimated number of documents for each
topic in the appendix. We observe that the docu-
ments cover a diverse set of topics including news,
technology, tourism and cooking recipes. We also
list the most frequent 100 domains in the appendix.

4.3 Qualitative Assessment for Dataset
Samples

Following (Laurençon et al., 2023), we randomly
sampled 250 documents from the interleaved
dataset and manually assessed their quality and
safety. Our inspection included 1,098 images, re-
vealing that 4.2% were NSFW, 17.2% depicted
logos, and 24.9% included human faces. This as-
sessment was conducted on a sample of documents
prior to the final NSFW filtering stage, as described
in Section 3.5. The NSFW images were primarily
associated with political topics, including visuals
of protests, military operations, weapons, and ex-
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plosions. These images are a natural consequence
of the dataset’s inclusion of articles and documents
related to political news and events, which often
feature such content to provide context or illus-
trate the subject matter. As these image-text pairs
are tailored to political reporting, they reflect the
inherent nature of political media and its visual rep-
resentation of global events. Logo images, on the
other hand, were identified as those lacking mean-
ingful contextual relevance to the accompanying
text.Importantly, any document containing NSFW
content was removed in the subsequent safety filter-
ing step; thus, the final AMCrawl does not contain
NSFW material.

4.4 Dataset Viability

To test the viability of our dataset, we randomly
split the dataset into training and test sets, using
a 90-10 split. Each document is in both split is
passed to GPT to generate question-answer pairs
using a prompt following (Liu et al., 2023).

4.5 Model Architecture

There is a wide variety of multimodal LLMs in
terms of architecture and functionality; however,
all shared a common backbone pattern. Our model
architecture in figure 3 follows the standard de-
sign of combining a visual encoder and a language
model (Jin et al., 2024) (Liu et al., 2023) in the
multimodal model setting. It is made up of three
parts.

4.6 Image encoder:

An encoder that processes the image and generates
visual tokens of the image. Vision Transformers
(ViTs) are neural networks that are designed partic-
ularly for these kinds of task. Vision Transformer
first splits the whole image into a sequence of fix
size non-overlapping patches, then flattens those
patches, and finally generates embedding vector
for each flattened patch. For the image encoding
task, we adopt the pre-trained CLIP (Contrastive
Language-Image Pre-Training) ViT-L/14 visual en-
coder. (Radford et al., 2021). CLIP (Contrastive
Language-Image Pre-Training) is a ViT based trans-
former architecture that is trained on a variety of
image-text paired datasets such as MS-COCO (Lin
et al., 2014). In our case CLIP image encoder pro-
cesses each image individually, transforming it into
the corresponding visual tokens.

Figure 3: Overview of model architecture.

4.7 Projector:

The job of a projector is to take visual tokens from
the image encoder and learn a trainable projec-
tion layer W to transform these visual tokens into
language embedding tokens. There are different
choices of projectors in the literature, such as MLP-
based adapters (e.g., LLaVA (Liu et al., 2023)) and
cross-attention projectors (e.g., Chat-UniVi (Jin
et al., 2024)). We use a single linear projection
layer. We opted to use a single linear projector that
transforms vision tokens into the multimodal em-
bedding space. These language tokens are fed to
the large language model as input in addition to the
text prompt. To avoid any mis-match the output of
the projector scaled to match the input dimension
of the large language model.

4.8 Large Language Model

LLMs are very large neural network architectures
that are pre-trained on very large amounts of nat-
ural language data. The underlying transformer
in LLM is a set of neural networks that consist
of decoder blocks with self-attention capabilities.
To incorporate our Arabic dataset, we used AL-
LaM: Arabic Large Language Model (ALLaM)
(Bari et al., 2024) as LLM. The goal of ALLaM is
to support the cultural values of the Arabic speak-
ing countries. ALLaM is trained on mixed English
and Arabic, in-house crawled dataset from Web
documents, news articles, books (literature, reli-
gion, law and culture, among others), Wikipedia
(over 1M articles), and audio transcripts (books and
news). There are four different model sizes of AL-
LaM 7B, 13B, and 70B. We opted to use ALLaM
13B as LLM in our multi-modal setting.

A Vision-Language model based on Chat-UniVi
(Jin et al., 2024) architecture is used. The model
is composed of a pretrained vision encoder,

453



and a pretrained Language Model. Originally,
Chat-UniVi (Jin et al., 2024) uses Vicuna as a
Language Model. We replace it with ALLaM (Bari
et al., 2024), a large language model for Arabic
and English. The visual embeddings are passed to
a projection layer which is trained from scratch.

5 Training Strategies

The training process of the model consists of two
stages: pre-training and supervised fine-tuning
training. Details of the datasets and training config-
uration for each stage are summarized in Table 3.

5.1 Pre-training

The pre-training phase aims to align visual and
textual modalities by training the projection layer
that maps visual features to the language model’s
embedding space. The primary goal in this stage is
to optimize the projection layer while freezing the
parameters of both the image encoder (CLIP ViT-
L/14) and the large language model (ALLaM 13B).
This ensures that the model learns to map visual to-
kens effectively into the language embedding space.
We use large-scale, high-quality datasets such as
CC3M-595K and MSCOCO. These datasets are
translated into Arabic using GPT-4o to maintain
linguistic and cultural consistency.

5.2 Supervised Fine-tuning

During this stage, we freeze the visual encoder and
optimize the language model and adapter module.
The supervised fine-tuning stage aims to enhance
the model’s ability to follow detailed instructions
and generate accurate responses in multimodal con-
texts, especially within culturally specific Arabic
scenarios. The fine-tuning process uses AMCrawl
QA pairs, derived from our curated interleaved
image-text dataset. This ensures the model is ex-
posed to high-quality, domain-specific instructions
and responses.

6 Experimental Details

The convergence of the pre-training phase (Stage
1) is illustrated in Figure 4, where the x-axis repre-
sents the number of steps and the y-axis represents
the pre-training loss. It shows a steady reduction
in training loss, indicative of successful alignment
of the projection layer. Specifically, the loss de-
creased from an initial value of 7.54 to 1.74 by
the end of the pretraining phase. The model learns

Figure 4: Pre-training Loss Convergence

to map the visual features effectively, creating a
robust foundation for subsequent fine-tuning.

Figure 5 illustrates the convergence during the
fine-tuning phase (Stage 2). In this phase, both the
language model and the projection layer are opti-
mized, while the vision encoder remains frozen.
The loss curve demonstrates consistent improve-
ment, indicating effective adaptation of the model
to multimodal instruction tasks. The loss started at
1.77 and converged to 0.08 by the end of the second
epoch.

7 Evaluation and Discussion

The evaluation data consists of 45k QA pairs ran-
domly sampled from the test split data for cost/run-
time reasons. The evaluation process is similar
to LLaVA Evaluation (Liu et al., 2023), where
Question-Image pairs from the test data are passed
to the trained model that generate responses for
each question. The responses are evaluated by ask-
ing GPT-4o to give feedback on two responses to
one question: the model response and the ground
truth response, GPT-4o is asked to rate the help-
fulness, relevance, accuracy, level of details of the
responses. Each response receives a score on a
scale of 1 to 10, where a higher score indicates
a better performance. The GPT-4o is also asked
to provide an explanation to the generated evalua-
tion. The evaluation results are shown on Table 4,
where we evaluate the model at two stages: onces
after finetuning it on translated open source mul-
timodal data, namely MIMIC and LLaVA’s 150k
QA data derived from COCO, and a second time
after finetuning on the training split of AMCrawl-
QA. The results show a significant improvement of
performance after finetuning on AMCrawl-QA.

Table 4 shows the model performance on our test
set before and after finetuning using GPT scores.
The results show that the model performance is
enhanced by finetuning on our dataset, emphasiz-
ing the need for a dataset that reflect the culture,
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Table 3: Detailed configuration for each training stage, specifying datasets, model components, and objectives.

Stage Pre-training Supervised Fine-tuning

Dataset CC3M-595K, MSCOCO (Translated to Arabic) AMCrawl QA pairs
# Samples 1.5M 5M
Trainable Components Projection Layer Only Projection Layer + LLM
Objective Align visual tokens with LLM embedding space Instruction tuning and task-specific QA

Figure 5: Fine-tuning Loss for 74K steps over
AMCrawl-QA Data

Table 4: Modeling Results show performance gain after
finetuning the VLM on AMCrawl. Each response was
scored on a 1–10 scale by GPT-4o across helpfulness,
relevance, accuracy, and detail; we report the mean.

Stage Data GPT Score
Finetuning-1 MIMIC+LLaVA

Data
32.3

Finetuning-2 AMCrawl 43.6

traditions and history of the Arab region.

8 Ethical Considerations

The curation of AMCrawl followed strict ethical
and safety measures to ensure the dataset is suitable
for research use. We applied a two-stage filtering
process to mitigate the risk of unsafe or harmful
content. First, image URLs were screened for key-
words associated with adult or explicit content, and
flagged entries were excluded before downloading.
Second, all downloaded images were evaluated us-
ing an open-source NSFW classifier based on the
MobileNet architecture (Laborde, 2023). Any doc-
ument containing at least one flagged image was
removed. This procedure eliminated 44,701 docu-
ments.

Beyond safety filtering, we applied multiple
quality-control steps, including removal of low-
information images (e.g., logos, icons), size and
aspect-ratio checks, and text perplexity thresholds.

These measures ensure that the dataset prioritizes
relevance, appropriateness, and linguistic quality.
Importantly, the final release of AMCrawl does not
contain NSFW material.

We emphasize that AMCrawl is intended strictly
for academic research. While it reflects the diver-
sity of Arabic web data, it may still inherit biases
present in the original sources. We encourage users
to be mindful of these limitations and to employ
the dataset responsibly when training or evaluating
multimodal models.

9 Limitations

While AMCrawl represents a substantial step to-
ward building native Arabic multimodal resources,
several limitations remain. The current release
is derived from a single CommonCrawl snapshot
(June 2024), which may not fully capture temporal
or regional diversity in Arabic web content. De-
spite extensive filtering, residual boilerplate, redun-
dant passages, and near-duplicate images may per-
sist, with a preliminary perceptual hashing analysis
suggesting only 45% image uniqueness. Evalua-
tion relied on GPT-4o as an automatic judge over
a sampled subset of the test data, which, while
practical, differs from human annotation and may
not align with results obtained using alternative
evaluators or standardized benchmarks; ongoing
work includes testing on Henna, CVQA, and other
Arabic VLM benchmarks. Comparisons to exist-
ing Arabic VLMs such as Peacock and Violet are
therefore indicative rather than conclusive, given
differences in dataset scale, annotation style, and
evaluation protocols. In addition, large-scale trans-
lated datasets (e.g., CC3M, MSCOCO) used in
pre-training may still contain translation artifacts
or cultural mismatches despite GPT-4o-based trans-
lation and filtering. Finally, as AMCrawl is drawn
from publicly available Arabic web data, it may
inherit societal biases, uneven regional representa-
tion, or content gaps. While explicit NSFW ma-
terial was removed through a two-stage filtering
pipeline, other forms of bias (political, cultural, or
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gendered) remain possible. These factors frame
AMCrawl as a strong first release that we intend to
expand and refine in future work.

10 Future work & Conclusions

We introduce AMCrawl, a multimodal dataset con-
sisting of filtered interleaved image-text documents
and image-text Question-Answer Pairs derived
from the CommonCrawl. We show that such a
dataset is necessary to train Vision-Language Mod-
els, and depending solely on translating image-text
pairs leads to low performance on questions that
require knowledge of Arabic culture and traditions.
Opening such a dataset to the public enriches the
multimodal Arabic dataset landscape and ensures
that Arabic is well-supported in the development
of Multimodal Large Language Models (LLMs).

The findings of this work show the viability
of collecting large-scale multimodal web data for
training Multimodal LLMs. While this study was
run on a single CommonCrawl Snapshot, which
represents one month’s worth of web crawl data,
future work aims to scale the pipeline to cover a
wider time window and generate a higher volume
of data. Another promising direction for future
work is to train a native-Arabic CLIP model. This
serves two purposes: on one hand, an Arabic CLIP
model serves as an evaluator and a quality filter
for Image-Text association and relatedness, leading
to more semantically related image-text pairs. On
the other hand, the current dominant approach in
building Vision-Language Models is to use a pre-
trained Image Encoder alongside a pretrained LLM
(Laurençon et al., 2024). A native-Arabic CLIP
backbone can provide better visual embeddings for
Arabic multimodal models.

In addition, future work will address several lim-
itations identified in this study by expanding be-
yond a single CommonCrawl snapshot, conducting
domain-level geographic analysis, and incorporat-
ing deduplication and machine-generated content
detection to improve data quality. We also plan to
complement GPT-based judging with human evalu-
ation, and benchmark against existing Arabic mul-
timodal resources such as Peacock, Violet, Henna,
and CVQA for a more comprehensive comparison.
Finally, we will refine the large-scale translation
pipeline for datasets such as CC3M and MSCOCO
with additional validation to reduce residual noise.
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A Appendix

Figure 6: Example of a multimodal document (Appendix).
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Figure 7: Another example of a multimodal document (Appendix).
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Table 5: Results of LDA with 20 Topics (1M documents).

No. Topic Label Ratio Related Words

2 Festivals 2.08% ,|A§r�� ,�f� ,��A`�� ,© w`s�� , A�rh� ,Tklmm�� ,Ty�r`�� ,Ewy� ,T§ w`s��
,�f�� ,¨�r`�� ,�¤±� ,ry�±� ,Amnys�� , A�rhm�� ,d§zm�� ,­d§d� ,¨m�A`��
r`K�� ,�ly�

3 Politics 8.07% ,�A`�� ,TyFAys�� ,	`K�� ,T�wk��� ,Hy¶r�� ,�my�� ,Hl�� ,��r`�� ,Hy¶C
,¨FAys�� ,T§Cwhm��� ,Hl�m�� ,
z� ,r§E¤ ,T�¤d�� ,¨nVw�� , Anb� ,d�¤
TynVw�� ,�A�A�t�¯�

4 Services 3.20% ,T}A��� ,�§dq� ,Ty�Amt�¯� ,�A�d��� ,­C�E¤ , w� ,��w� ,�m`�� ,�O�
	lV ,T�d� ,��C ,Tklmm�� ,¨�Amt�¯� ,Ty�O�� , AnF±� ,TybW��

5 Education 6.15% ,T�A`�� ,T`�A��� ,��A��� ,�O�� ,T�l�� ,Ty�rt�� ,T`�A� ,�yl`t�� ,�¶AZ¤
,¨F�Cd�� ,Tyl� ,��C ,�¤±� ,Ty�r`�� ,T§w�A��� ,�Of�� ,�Ol� ,
®W��
­C�E¤ ,Tymyl`t��

6 Books 4.13% ,T§¦C ,�rV ,	tk�� ,¨�r`�� ,�Anm�� ,Ty�r`�� ,�§CA� ,rysf� ,	t� ,
At�
	�Ak�� ,	yb��� ,�r� ,�ym�� ,T§�¤C ,«dtnm�� ,�yK�� ,�l�

7 Diplomacy 9.54% ,Cwt�d�� , ¤A`t�� ,��CA�³� ,Ty�r`�� ,Hl�� ,T§rOm�� ,r§E¤ ,Hy¶C ,rO�
T�¤d�� ,Tymnt�� ,¨� ,�m`�� ,­C�E¤ ,©rOm�� ,T�A`�� ,Hy¶r�� ,¨�¤d��

8 Conflict 9.87% ,Ly��� ,A§CwF ,¨ly¶�rF³� ,
r��� ,­d�tm�� ,�y¶�rF� ,�®t�¯� ,­z�
,AyF¤C ,Tn§d� ,Hy¶r�� ,�yWsl� ,��w� ,xAm� ,�AW� ,TynyWslf��
 Anb� , �r§� ,��±� ,¨nyWslf��

9 Religion 5.92% ,|C±� ,Yl} ,Y�A`� ,�§rk�� ,�wq§ ,º¨J ,­Ay��� , �rq�� ,�®s�� ,xAn�� ,A§
­CwF ,dq� , As�³� ,TO� ,�lF¤ ,�A�³� ,
n� ,��A`��

10 Law 2.43% ,Ty�w�Aq�� , AS�C ,¨�®F³� ,���� ,�®F³� ,db� , w�A� ,Ty�®F³� , w�Aq��
�yK�� ,��C ,�wq� ,�k� ,Tmk�m�� ,�ymlsm�� ,�§d�� ,T�A`�� , As�³�

11 Cleaning 3.58% ,T�Ay} ,�q� ,
§wk�� ,	y�r� ,�S�� ,|A§r�� ,|A§r�A� ,�y\n� ,T�rJ
,T��Ak� ,�z� ,¨n� ,T�rK�� ,�A�rJ ,�S�� ,�A�d� ,T�d� ,£Aym��
­d� ,�®\�

12 Health 4.69% ,Ty�O�� ,Tylm� ,�®`�� ,�AfV±� ,T�O�� ,�¤An� ,�®� ,	�§ ,�d�� ,�s���
d§d`�� ,T�A}³� ,T�A� ,�fW�� ,d¶�w� ,T�} ,�m��� ,	lq��

13 Application 4.99% ,A�A�� ,�� ,���w� ,��wm�� ,Tb`� ,�ybWt�� ,�nkm§ ,��A�r� ,�ybW� ,�ym��
w§dyf�� ,�AqybW� ,�ymO� ,�� ,QA��� ,�y�s� ,�w�d�� ,
As� ,��Ah��

14 Marketing 5.18% ,T}A��� ,�t§ ,�§wst�� ,�tnm�� ,r`K�� ,��d�tF� ,T�AR� ,�S�� ,�nkm§
�ymO� ,d§d`�� ,�m`�� ,
�rt�³� ,T�wm�� ,|r� ,Tyfy�

15 Economy 4.80% ,�nb�� ,	¡@�� ,Tbsn� ,C¯¤d�� ,Ty�Am�� ,Xfn�� ,�Af�C� ,�A`�� ,r`F ,CA`F�
,T�wk��� ,­ A§E ,�yO�� ,�ws�� , AOt�¯� ,T�rJ ,©z�rm�� ,��A`��
­d�tm�� ,T§ w`s��

16 Cooking 2.19% ,ryS�� ,�A`W�� , �wn`�� ,dy� ,Cwt� ,�`W� ,Cw} ,
§E ,�m� ,Tq§rV
�Af}¤ ,�S�� ,­whq�� ,Tq`l� ,­ryb� ,
w� ,wly� , wt§z�� , AS�C

17 Cars 4.92% ,ºA�@�� ,­CAyF ,­CAys�� ,Tym�r�� ,¨�AnW}¯� ,��CAys�� ,T�rK�� ,T�rJ
,�A�Ayb�� ,��CAyF ,T�wm�� ,�t§ ,T�AW�� ,�S�� ,�A�rK�� ,�A\� ,­d§d���
�®m`�� ,Ty¶A�rhk�� ,º®m`��

18 Tourism 4.93% ,¨nVw�� ,z�r� ,Ty�r�m�� ,Tn§dm�� ,T�Ays�� ,Tn§d� ,|¤r� ,
r�m��
,¨�r�m�� ,TqWn� ,­d§d��� ,��A`�� ,­r¡Aq�� ,Ty�Ays�� ,r¶�z��� ,T�Ay}
dy� ,TynVw�� ,r�b��

19 Sports 6.90% ,©C¤ ,© A� ,��A`�� ,��A�z�� ,�dq�� ,¨l¡±� ,x�� ,©C¤d�� ,­�CAb�
,d§Cd� ,­rk� ,	�tnm�� ,­r� ,�§rf�� ,�§r� , A��¯� ,­�CAbm�� ,	�tn�
T�wW� ,�A§CAb�

20 Entertainment 4.49% ,d¡AJ , AS�C , Anf�� ,�ly� ,­A�¤ ,w§dy� ,dm�� ,db� ,rO� ,�sls� ,Tql���
|r� ,T§rOm�� , wm�� ,�y}Af� ,©rOm�� ,­d¡AK� ,dy� ,Tql� ,CAb��
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1.1 Most Frequent Domains

Table 6: Ranking the 100 most frequent domains in terms of number of documents (split into two sets of 50).

Rank Domain Name Docs Rank Domain Name Docs

1 royanews.tv 23,597 51 raseef22.net 3,105
2 nn.najah.edu 12,087 52 www.masrawy.com 3,031
3 aawsat.com 9,870 53 www.alaraby.co.uk 3,014
4 hayah.cc 9,409 54 www.independentarabia.com 3,001
5 www.mxawi.com 9,125 55 altaj.news 2,981
6 www.filgoal.com 8,421 56 live.shrgiah.net 2,881
7 alwahdanews.ae 7,829 57 www.dampress.net 2,848
8 www.hayah.cc 7,783 58 www.aletihad.ae 2,843
9 observeriraq.net 7,158 59 www.alroeya.com 2,840
10 ar.hibapress.com 7,035 60 www.alrasheedmedia.com 2,809
11 www.syria.tv 6,600 61 www.elkhabar.com 2,805
12 sanews.pythonanywhere.com 6,498 62 www.sayidaty.net 2,773
13 www.akhbaralaan.net 6,484 63 www.copanetarab.com 2,746
14 thenationpress.net 6,221 64 www.yallakora.com 2,714
15 alghad.com 6,026 65 rassd.com 2,686
16 ar.lesiteinfo.com 5,747 66 smc.gov.ye 2,668
17 ekshef.com 5,487 67 www.kurdistan24.net 2,649
18 islamonline.net 5,436 68 felesteen.news 2,582
19 www.amsebehm2017.com 5,418 69 wasfetmama.com 2,569
20 www.bezaat.com 4,826 70 elmeezan.com 2,553
21 sca.sa 4,613 71 www.tabnak.ir 2,540
22 imamhussain.org 4,590 72 almesryoon.com 2,528
23 al-ain.com 4,578 73 osnplus.com 2,521
24 www.youm7.com 4,377 74 elbashayer.com 2,497
25 saharamedias.net 4,133 75 yemen-anbaa.com 2,486
26 ralia.lesiteinfo.com 4,121 76 sawaleif.com 2,485
27 www.alamatonj.com 4,060 77 www.elbotola.com 2,482
28 news.radioalgerie.dz 3,950 78 26sep.net 2,474
29 arabic.rt.com 3,928 79 islamarchive.cc 2,461
30 mwadah.com 3,906 80 ahram-canada.com 2,448
31 www.enabbaladi.net 3,786 81 www.sada-elarab.com 2,413
32 www.elwatannews.com 3,770 82 shabiba.com 2,377
33 www.alwatan.com.sa 3,753 83 www.alsirah.com 2,370
34 www.maannews.net 3,642 84 www.copts-united.com 2,353
35 www.abjjad.com 3,592 85 lakome2.com 2,353
36 thenewkhalij.news 3,550 86 slaati.com 2,353
37 www.almadenahnews.com 3,474 87 sa.aqar.fm 2,347
38 www.mobtada.com 3,447 88 hiragate.com 2,332
39 almessa.gomhuriaonline.com 3,445 89 www.dalil1808080.com 2,299
40 www.lisanerab.com 3,387 90 doctors.dailymedicalinfo.com 2,232
41 www.elaosboa.com 3,379 91 www.elzmannews.com 2,193

Continued on next page
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Table 6 – continued from previous page

Rank Domain Name Docs Rank Domain Name Docs

42 www.i7lm.com 3,345 92 www.sabr.cc 2,177
43 www.raya.com 3,319 93 www.jordanzad.com 2,169
44 digital-aarena.com 3,213 94 www.elmwatin.com 2,163
45 bezaat.com 3,185 95 www.365scores.com 2,157
46 www.soutalomma.com 3,178 96 www.albiladpress.com 2,141
47 trend.m7et.com 3,174 97 catalog.arzagplus.com 2,141
48 www.wataninet.com 3,156 98 koorasudan.net 2,113
49 www.shfanews.net 3,156 99 www.royanews.tv 2,111
50 www.skynewsarabia.com 3,149 100 nahrainnet.net 2,110

1.2 GPT Prompt for QA Generation based on a Web Document

You are an AI visual assistant, and you are seeing a single image. You receive an article describing
the same image you are observing.
Answer all questions as you are seeing the image.
Design a conversation between you and a person asking about this photo. The answers should be
in a tone that a visual AI assistant is seeing the image and answering the question.
Ask diverse questions and give corresponding answers.
Include questions asking about the visual content of the image. Only include questions that have
definite answers:
(1) one can see the content in the image that the question asks about and can answer confidently;
(2) one can determine confidently from the image that it is not in the image.
Do not ask any question that cannot be answered confidently.
Also include complex questions that are relevant to the content in the image, for example, asking
about background knowledge of the objects in the image, asking to discuss about events happening
in the image, etc. Again, do not ask about uncertain details.
Provide detailed answers when answering complex questions. For example, give detailed examples
or reasoning steps to make the content more convincing and well-organized. You can include
multiple paragraphs if necessary.

1.3 Example QA on Test Set Images

This section presents two visual QA examples from the test set. The model answers based solely on the
visual content.

Figure 8: Sample 1: Test Image
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Question

?­CwO�� ¨� rh\§ ©@�� ¨�Ays�� �l`m�� �F� w¡ A�

Model Answer
.Ty�Cw��� Tm}A`�� ,¨sylb� Tn§d� w¡ ­CwO�� ¨� rh\§ ©@�� ¨�Ays�� �l`m��

Figure 9: Sample 2: Test Image

Question
?¢¶Anb� �A� ��¤ ­CwO�� ¨� rh\§ ©@�� d�sm�� �F� w¡ A�

Model Answer
.�¤±� YFw� wm� ¨�� d§ Yl� £¦An� ��¤ ,CwKm�� d�s� w¡ d�sm�� �F�
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