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Abstract
Classical Arabic represents a significant era that
encompasses the golden age of Arab culture, phi-
losophy, and scientific literature. With a broad
consensus on the importance of translating these
literatures to enrich knowledge dissemination
across communities, the advent of large language
models (LLMs) and translation systems offers
promising tools to facilitate this goal. How-
ever, we have identified a scarcity of translation
datasets in Classical Arabic, which are often lim-
ited in scope and topics, hindering the develop-
ment of high-quality translation systems. In re-
sponse, we present the ATHAR dataset, which
comprises 66,000 high-quality classical Arabic
to English translation samples that cover a wide
array of topics including science, culture, and phi-
losophy. Furthermore, we assess the performance
of current state-of-the-art LLMs under various
settings, concluding that there is a need for such
datasets in current systems. Our findings high-
light how models can benefit from fine-tuning or
incorporating this dataset into their pretraining
pipelines. The dataset is publicly available on the
HuggingFace Data Hub: https://huggingface.
co/datasets/mohamed-khalil/ATHAR.

1 Introduction

Classical Arabic is the foundation of Arabic lin-
guistic theory and is well comprehended by edu-
cated Arabic readers. It significantly differs from
Modern Standard Arabic (MSA) it is also called
(Arangiyya 1), which is more simplified in terms of
its vocabulary, syntax, morphology, phraseology,
and semantics.

Classical Arabic poses unique challenges for ac-
curate translation into English. Unlike MSA, which
dominates formal speeches, news channels, and
modern literary works, and urban dialects preva-
lent on social media platforms, Classical Arabic is
less commonly used today. Yet, it remains vital,
present in many historical documents, books, and
literary texts rich with knowledge from the Arab
and Muslim golden ages, all awaiting translation
and broader exposure.

1In linguistic discourse, the term “Arangiyya” denotes any
simplified or colloquial variety of Arabic.

Current translation systems, including Google
Translate and large language models like ChatGPT
and Llama, struggle with Classical Arabic, often
neglecting it in favour of MSA and urban dialects
during dataset creation for machine translation.

This work introduces the ATHAR dataset, a
translation resource from Classical Arabic to En-
glish. “ATHAR” “Q�K



@” means "legacy" or "ancient

work." It represents the literary and cultural her-
itage and underscores the dataset’s role in illumi-
nating classical Arabic texts, emphasizing their
importance in preserving and conveying this her-
itage. The ATHAR dataset aims to address the
representativeness and quality limitations of previ-
ous datasets.

This work is organised as follows: Section 2 ex-
plores the challenges faced by previous researchers
in translating Classical Arabic and details how the
ATHAR dataset addresses these challenges. Sec-
tion 3 elaborates on the methodologies used to cre-
ate the ATHAR dataset, including steps for data
collection, cleaning, and preprocessing to ensure
the quality and reliability of the data. In Section 4
we conduct experiments to assess the performance
of state-of-the-art LLMs on the ATHAR dataset
across various settings such as zero-shot, few-shot,
and fine-tuning scenarios. The paper concludes
with Section 5, highlighting the importance of the
ATHAR dataset in developing culturally and lin-
guistically authentic Arabic language models and
advancing Arabic natural language processing.

2 Related Work

The notable gap in datasets for Classical Arabic has
led to several efforts to gather more resources for
Arabic Natural Language Processing (NLP). Promi-
nent among these are the Tanzil and Authentic Ha-
dith datasets, which draw from religious texts. The
Tanzil dataset offers translations of the Quran in
over 40 languages, including Arabic to English, and
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is hosted on Tanzil.net and the OPUS database
(Tiedemann, 2012). The Authentic Hadith dataset
provides translations of the sayings and practices
of the Prophet Muhammad, known for its authen-
ticity and rigorous translation process (Altammami
et al., 2020). While these datasets are rich, they
mainly focus on religious content and don’t fully
represent the diverse genres of classical Arabic lit-
erature. Additionally, the Poem Comprehensive
Dataset (PCD) (Yousef et al., 2019) provides a
dataset focused on Classical Arabic poetry. While
this dataset is a valuable resource, it encompasses
a limited range of thematic areas.

In contrast, there are numerous datasets for Mod-
ern Arabic that include a rich and diverse context,
such as the OPUS-100 dataset (Zhang et al., 2020),
the MultiUN dataset (Eisele and Chen, 2010), and
the IWSLT2017 dataset (Cettolo et al., 2017). How-
ever, Modern Arabic differs significantly from Clas-
sical Arabic in its vocabulary, syntax, and stylistic
features, which are not well-represented in these
contemporary datasets.

Additionally, significant efforts like those by
Alrabiah et al. (2014) have focused on Arabic his-
torical linguistics, producing datasets that explore
the evolution and contexts of the Arabic language.
Although these datasets are not directly applica-
ble in practical translation tasks due to their lack
of translations into other languages, they offer in-
valuable resources for pretraining LLMs with the
knowledge necessary to distinguish between Clas-
sical and Modern Arabic. Moreover, the initiative
by Aloui et al. (2024) introduced a corpus of 101
billion Arabic words, crucial for developing LLMs
targeted at the Semitic Arabic language. This exten-
sive corpus, predominantly in Modern Arabic with
some Classical content, could help LLMs under-
stand Classical Arabic, particularly when combined
with smaller, specialized downstream translation
datasets.

ATHAR dataset aims to address the representa-
tiveness issues in previous classical Arabic datasets
by compiling sentences from various contexts and
historical periods on topics like science, medicine,
philosophy, and culture. This dataset will help fill
the gaps in classical Arabic resources and provide
a more comprehensive foundation for developing
effective translation models.

3 ATHAR Dataset

This section outlines the development of the
ATHAR dataset. We start by identifying the
sources from which the data was collected. Sub-
sequently, we detail the processing steps imple-
mented to ensure the dataset’s high quality. Addi-
tionally, we compare ATHAR to previous classical
Arabic datasets and well-known modern Arabic
datasets. In Appendix B, we showcase samples of
the ATHAR datasets.

3.1 Data Collection

The ATHAR corpus comprises 66k Ara-
bic–English sentence pairs extracted from 18
seminal works of Classical Arabic, so it is divided
into 65k for training and 1k for testing2 These
sources span the 8th–14th centuries and cover a
remarkable range of genres: history, travel writing,
philosophy, science, medicine, poetry, adab, and
more, thus offering broad insight into medieval
Islamic and world intellectual life. A concise
inventory of the 18 works, together with their
centuries, topical domains, and sentence counts,
appears in Table 4 (Appendix A).

3.2 Preprocessing

To prepare the dataset for use in machine trans-
lation models, several preprocessing steps were
undertaken:

Cleaning the Data: During the initial stages of
the ATHAR dataset collection process, the pri-
mary challenge we encountered involved entries
where Arabic and English texts were flipped within
HTML class labels we estimate their number at
around 15%-20%. For further details on this issue,
see Appendix C. To address this, we implemented
a simple rule-based technique that identifies the
language of the text based on the predominance
of characters from the respective language’s alpha-
bet. After collecting the data, we found the texts
contained various types of noise such as empty en-
tries, incorrect sentences, duplicate entries, entries
consisting solely of numbers, and other unwanted
characters. These issues were systematically iden-
tified and removed to enhance the dataset’s qual-
ity. Additionally, unnecessary columns like "book"
and "author" were deleted to focus exclusively on

2At the time of data collection and publication of this
work, there were no restrictions on scraping resources from
https://rasaif.com/, the public digital library from which
we obtained the raw texts.
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the translation pairs. We also removed religious
Quranic verses from the dataset, as they were few
in number and not dealt with correctly.

Alignment Verification: As in the Rasaif
websites—where we collected the translations
from—the translations are created by human volun-
teers. Given the lack of detailed insights into their
methods, and to ensure that each Arabic sentence
was correctly aligned with its English translation,
thereby maintaining the context and intended mean-
ing, the authors manually verified the collected
datasets. This verification process was crucial to
confirm that the Arabic-English pairs were prop-
erly aligned and accurately conveyed the content
of each other.

3.3 Comparative Analysis of ATHAR and
Other Arabic Datasets

In this subsection, we analyze our dataset in com-
parison to existing classical and modern Arabic
datasets, focusing on several linguistic measures:
lexical diversity, stopword ratio, and the distribu-
tion of short versus long sentences, in addition to
unique words count and dataset sizes.

We quantify lexical variety with the Measure
of Textual Lexical Diversity (MTLD; McCarthy
2005). The algorithm scans the text and starts a
new segment whenever the running type–token ra-
tio (TTR) drops below a fixed threshold; the MTLD
score is the mean length of these segments. Follow-
ing McCarthy, we set the threshold to TTR ≤ 0.75,
the lowest value that (i) aligns well with human
judgements of lexical variety, and (ii) remains sta-
ble for passages ranging from 1 000 to 20 000 to-
kens.

The stopword ratio was calculated by determin-
ing the occurrence of stopwords relative to the total
word count in the datasets. Short sentences were
defined as any sentence containing 10 or fewer
words, while long sentences are those with 30 or
more words.

Before conducting the analysis, all datasets were
standardized by removing redundant diacritics and
letters, We chose to strip all diacritics to standard-
ize the text format, since some source datasets were
partially or fully diacritized while others were not.
Furthermore, diacritics significantly expand the to-
ken space (e.g., distinguishing “ �I. �J

�
»” from “I. �J»”),

complicating subword tokenization and increasing
out-of-vocabulary rates. By using undiacritized
text, we reduced preprocessing complexity and en-

sured consistent treatment across all corpora. As
detailed in Table 1, the ATHAR dataset boasts one
of the highest MTLD scores, suggesting that the
text can sustain a high level of lexical diversity
over a large number of words. This implies that the
vocabulary is varied and the text does not quickly
repeat words. Furthermore, our dataset maintains
a balanced representation of both short and long
sentences, providing a stark contrast to the variable
sentence lengths found in other datasets.

4 Evaluating State-of-the-Art LLMs on
the ATHAR Dataset

In this section, we aim to evaluate the performance
of state-of-the-art language models on classical
Arabic translations using the ATHAR dataset. We
selected four leading models for this analysis: GPT-
4o, Llama-3 70B, Llama-3 8B, and Llama-2 7B.

Initially, we assessed the zero-shot capabilities
of these models. Subsequently, we evaluated the
Llama-3 8B and Llama-2 7B models under few-
shot conditions. Finally, we focused on fine-tuning
the Llama-3 8B model using two distinct meth-
ods: full fine-tuning, where all parameters of the
model were adjusted, and LoRA (Hu et al., 2021)
parameter-efficient fine-tuning (PEFT), which only
involved adjustments to a subset of newly added
parameters. For LoRA, we adopted the default
configuration provided in the Hugging Face PEFT
documentation 3: rank r = 8, scaling factor α = 8,
no dropout (0.0), no bias parameters trained (‘bias
= "none"‘), and identity initialization (Kaiming-
uniform for the A matrix and zeros for B). We
utilized the HuggingFace Transformers 4 library
for full fine-tuning and inference of open-source
models, and the OpenAI library 5 for GPT-4o.
parameter-efficient Fine-tuning with LoRA was
conducted using the HuggingFace PEFT library 6

implementation.
The objective of these comprehensive experi-

ments is to maximize the potential of these models,
understand performance variations under different
settings, and explore how the ATHAR dataset can
bridge existing performance gaps.

In the following subsections, we will detail the
hyperparameters and metrics used in our experi-

3https://huggingface.co/docs/peft/en/package_
reference/lora

4https://huggingface.co/docs/transformers/en/
index

5https://platform.openai.com/docs/libraries
6https://huggingface.co/docs/peft/en/index
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Dataset Attributes ATHAR Tanzil Arabic PCD KSUCCA OPUS-100-ar-en iwslt2017-ar-en multiun-ar-en

Dataset size 66K 187K 1.8M 1.9M 1M 241K 9.67M
Unique words count 138944 48104 720167 908771 370601 185390 841732
Lexical diversity (MTLD) 55.63 101.31 11.86 40.87 17.46 34.12 70.10
Ratio of stopwords (%) 26.04 30.35 24.62 24.71 27.59 29.67 21.31
Average length of sentences 20.78 34.35 9.26 25.33 8.39 13.86 22.89
Proportion of very short sentences (%) 24.06 11.18 76.57 41.28 79.81 45.98 23.07
Proportion of very long sentences (%) 23.11 47.53 0.00 24.44 4.71 7.04 26.61

Table 1: Overview of Linguistic Characteristics in Arabic Language Datasets: Size, Diversity, and Sentence Metrics

ments and analyze the results.

4.1 Hyperparameters and Evaluation Metrics

Hyperparameters: During inference, the gener-
ation decoding strategy involved setting the max-
imum number of new tokens to 2048. Sampling
strategies included Top-K and Top-P settings at 100
and 0.95, respectively, with a temperature parame-
ter set at 0.3.

For fine-tuned models, specifically Llama-3 8B
with full and LoRA tuning, training was imple-
mented in an instruction input / response format.
The input consisted of Arabic text, and the models
were trained to generate the corresponding English
translation as the response. The training dataset
included 65k samples. The models were trained
with precision FP16, with a learning rate of 5e−6,
adjusted using a linear scheduler over three epochs.
The batch size was set at 16k tokens, which was
achieved by accumulating gradients of four sam-
ples twice. An AdamW optimizer was utilized,
with beta values of 0.90 and 0.999 for the first and
second moment estimates, respectively.

The sentences were concatenated within the
same source document, preserving the boundaries
of the natural document. Each training example
is a document fragment capped at 2,048 tokens (
1300 Arabic + 700 English on average). The mean
document length before splitting is 3 610 tokens
(σ = 2140), so 40 % of documents are split once,
8 % twice, and the rest remain intact.

Regarding the prompt structures used in our ex-
periments, Table 3 details the specific prompt struc-
tures we utilized across zero-shot, few-shot, and
fine-tuning settings.

Evaluation Metrics: In assessing our models,
we employed well-established metrics commonly
used in translation evaluations: METEOR (Baner-
jee and Lavie, 2005), ROUGE-L (Lin, 2004), and
SacreBLEU (Post, 2018). These metrics are all
scored on a scale where higher values indicate bet-
ter performance, though each has a different range.

METEOR focuses on the alignment between the
translation output and reference translations, con-
sidering synonymy and stemming. ROUGE-L mea-
sures the longest common subsequence, which is
useful for evaluating the fluency of the text. Sacre-
BLEU provides a consistent and comparable score
across studies by standardizing the BLEU score
calculation. Together, these metrics provide a com-
prehensive view of translation quality, covering
aspects from accuracy to fluency. We utilized the
HuggingFace Evaluate library 7 implementation for
these metrics

4.2 Results and Discussion

Results: The evaluation results, presented in Ta-
ble 2, highlight significant variances in the per-
formance of the model in different settings. The
GPT-4o model excelled in a zero-shot (ZS) set-
ting, outperforming all other models with scores
of 0.357 in METEOR, 0.441 in ROUGE-L, and
14.7 in SacreBLEU. In contrast, the Llama-3 70B
Instruct model, also evaluated in a zero-shot set-
ting, registered slightly lower scores of 0.342 in
METEOR, 0.413 in ROUGE-L and 13.0 in Sacre-
BLEU. This disparity might reflect differences in
training regimes or underlying model architectures.

In the same zero-shot context, both the Llama-3
8B Instruct and Llama-2 7B models showed con-
siderably lower performance in all metrics. These
findings suggest inherent limitations in the zero-
shot capabilities of these models for translation
tasks.

Remarkable gains were observed with the
Llama-3-8B model in the few-shot (FS) setting:
using only three demonstrations, scores increased
substantially to 0.174 on METEOR, 0.167 on
ROUGE-L, and 0.971 on SacreBLEU. These im-
provements highlight the strong in-context learning
capabilities of the model. In contrast, Llama-2-7B
exhibited only marginal improvements under few-
shot evaluation. To test whether Llama-2-7B’s dis-

7https://huggingface.co/docs/evaluate/en/index
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parity was due to the number of examples, we per-
formed a sweep over k ∈ {1, 2, 3, 5}. As shown
in Appendix D and Table 6, performance in ME-
TEOR and ROUGE-L consistently remained below
zero-shot levels, indicating that the limitation arises
from model-specific sensitivity rather than the num-
ber of shots.

The Llama-3 8B model demonstrated further
improvements after full fine-tuning, achieving a
METEOR score of 0.275, a ROUGE-L score of
0.336 and a SacreBLEU score of 6.1. Furthermore,
the LoRA tuning method, which involves less ex-
tensive modifications, also yielded better results,
with scores achieving 0.279 on METEOR, 0.339
on ROUGE-L and 8.8 on SacreBLEU.

Discussion: The results presented in Table 2
underscore the challenges faced by state-of-the-
art LLMs when tasked with translating Classical
Arabic to English. By providing state-of-the-art
models with targeted training opportunities, the
ATHAR dataset not only boosts model performance
but also contributes significantly to the broader
NLP community’s understanding of and engage-
ment with Classical Arabic. This dataset, therefore,
holds substantial value, as it aids in developing
more nuanced and capable translation systems.

Model METEOR ↑ ROUGE-L ↑ SacreBLEU ↑
GPT-4o + ZS (7th July 2024) 0.357 0.441 14.7
Llama-3 70B Instruct + ZS 0.342 0.413 13.0
Llama-3 8B Instruct + ZS 0.115 0.068 0.3
Llama-2 7B + ZS 0.116 0.099 0.3

Llama-3 8B Instruct + FS3 0.174 0.167 1.0
Llama-2 7B + FS3 0.089 0.093 0.4

Llama-3 8B + Full-Tuning 0.275 0.336 6.1
Llama-3 8B + LoRA 0.279 0.339 8.8

Table 2: Performance of State-of-the-Art LLMs on the
Classical Arabic to English Translation Task. The table
displays METEOR, ROUGE-L, and SacreBLEU scores
for various models under different settings: zero-shot
(ZS), few-shot with three samples (FS3), and fine-tuning
(Full-Tuning & LoRA) on a 1k test set.

5 Conclusion

To conclude, we introduce the ATHAR dataset,
which enhances the existing corpus of Classical
Arabic datasets by incorporating a broader range
of topics. Our evaluation of the current status
of LLMs underscores the critical need for the
ATHAR dataset within the fine-tuning and train-
ing pipelines. More broadly, this need highlights
the need for more comprehensive Classical Ara-
bic datasets to improve the quality of translation

systems in this domain. Future work will aim to ex-
pand the ATHAR dataset to include an even wider
array of texts and topics, thus further enhancing
translation quality.
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Model Prompt

GPT-4o + ZS
Llama-3 70B Instruct + ZS
Llama-3 8B Instruct + ZS
Llama-2 7B + ZS

Translate the following text from Classical Arabic to English\nPlease return only the
translated text without any introductions or additions:
{Arabic text}

Llama-3 8B Instruct + FS3
Llama-2 7B + FS3

Translate the following Classical Arabic text into English. Follow the provided examples
for consistency and accuracy.
Examples:
Arabic:

@ñ�	K A
�
¿ . �é«A 	��̄ð Zù


�£ 	áÓ �Ñ �ë �P �ðA �g. �	á�Ó �ð �é�
��J
Ê�ë� A

�m.
�Ì'@ ú


	̄
� X�

�	P
�

CË�

�	àA
�
¿ �Õ �	æ �� �ñ �ë �ð Y�K
 �P �X 	á�K. @

�
ÈA��̄ Qk. AK.

Õ�æ
m.�
�Ì'@ Q�å

��
�
ºK.� �Qk.� A

�K. @ñ
�
ËA��̄ A �Ü

��ß. �P �ð , Õ�æ
m.�
�Ì'@ i

�
��J �	®K.� .

�é�	Kð �Y�J. �ª�K

English: According to Ibn Durayd, Bajar was an idol worshipped by the Azd tribe and
neighboring tribes such as Tayyi’ and Quda’ah during the Jahiliyyah period. It is also
pronounced Bajir.
Arabic:
�Õ �	æ �� �Ñ�ê

�
Ë �	àA

�
¿�ð . Z� �ù


�£ �é�
�
ÊK
Y�

�m.Ì� �Õ
�	æ �� �H. ñ�J. �ª�J


�
Ë @ (©�J.

��¢Ë@ ú

	̄
� Aî�EYÒ�J«@ ú


�æ�
��
Ë @ �é �	j ��

��	�Ë @ Q 	k
�
@ ú


	̄
� ÉK. 	X)

A �Ò�	J �� . . . �Ñê�ê�Ë @
�
�Y �ª�K. �H. ñ�J. �ª�J


�
Ë @ @ñ

�
Ë
��Y�J.
��J�	̄ YJ
J.«

�
ÈA��̄ . �è �Y �ª�K. �H. ñ�J. �ª�J


�
Ë @ @ñ

�
Ë
��Y�J.
��J�	̄ Y� ��

�

@ ñ�	J�K. �Ñ�î �	DÓ�

�é��K
�	Y �	g

�

@

(@ñ�K. Qå
����� B

� �ð ½Ë�
�	X úÎ« @ñ

�
Ê
�
¿
�

A��K B

�
ø

�

@) @ñK.

	Y«@ð ÉK
Yg. A�K
 @ð ��Q ��®�	̄
English: Al-Ya’bub was the idol of the Jadilah tribe of Tayyi’. They initially had a
different idol, but after it was taken by Banu Asad, they adopted Al-Ya’bub in its place.
‘Abid said they replaced their former god with Al-Ya’bub, and as a result, O Jadilah,
abstain from food and drink.
Arabic:

I.� Ë�A
�£ ú
G.�

�

@ 	á�K. @ úÎ« é� �J


�
Ë @
�

�IªJ.
�	̄ ÐC

� ���Ë@ é� �J

�
Ê �« ú
æ.�

��	JË @ �è �ñ �« �X �HQê 	£ ú
���æ �k YJ.ªK
 �Ê 	®

�
Ë @ È 	QK
 ÕÎ

�	̄

A �Ò�ê
�
Ë

�
ÈA ��®�K
 , A �Ò �ëA��K
 @
�

�è �Y
��
Ê��̄ 	àA ��� �	« ½ÊÓ , ú


	GA� 	ªË@ Q�ÖÞ
�� ú
G.



@ 	áK.

��HP�A
�m
�Ì'@ �	àA

�
¿ 	á�

��

�	®�J
 ��

�	Y �	g
�

@ �ð �é �Ó �Y�ê�	̄

�	á�K. ��ú
Î�
�« A �Òî�E.�

�ÐY�
��®�	̄ .( è�Q�

�ª ��� ú

	̄
�
��è �Y�J. �« �	á�K.

��é �Ò ��®
�
Ê �« A �Ò �ë �Q

�
»�	X 	à� @

�	Y
��
ÊË @ 	à� A

�	®�J
 ���Ë@ A �Ò �ë �ñ)�K. ñ �� �P �ð �Ð
�	Y�	m×�
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English: Al-Fals continued to be worshipped until the advent of the Prophet. When
‘Ali ibn Abi Talib was sent to destroy it, he did so and took two swords, Mikhdham
and Rasub, which had been given to Al-Fals by Al-Harith ibn Abi Shamir, the king of
Ghassan. ‘Ali presented them to the Prophet, who kept one and returned the other to ‘Ali,
who continued to wear it.
Translate the following:
Arabic: {Arabic text}
English:

Llama-3 8B + Full-Tuning
Llama-3 8B + LoRA

Translate the following input text from Classical Arabic to English, please return only
the translated text without any introductions or additions.
### Input: {Arabic text}
### Response:

Table 3: Prompt Structures Used and Their Corresponding Models in Zero-Shot (ZS), Few-Shot with Three Samples
(FS3), and Full-Tuning Evaluation Experiments.

Philip M McCarthy. 2005. An assessment of the range
and usefulness of lexical diversity measures and the
potential of the measure of textual, lexical diversity
(MTLD). Ph.D. thesis, The University of Memphis.

Matt Post. 2018. A call for clarity in reporting BLEU
scores. In Proceedings of the Third Conference on
Machine Translation: Research Papers, pages 186–
191, Brussels, Belgium. Association for Computa-
tional Linguistics.

Jörg Tiedemann. 2012. Parallel data, tools and inter-

faces in OPUS. In Proceedings of the Eighth In-
ternational Conference on Language Resources and
Evaluation (LREC’12), pages 2214–2218, Istanbul,
Turkey. European Language Resources Association
(ELRA).

Waleed A. Yousef, Omar M. Ibrahime, Taha M. Mad-
bouly, and Moustafa A. Mahmoud. 2019. Learn-
ing meters of arabic and english poems with re-
current neural networks: a step forward for lan-
guage understanding and synthesis. arXiv preprint
arXiv:1905.05700.
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Biao Zhang, Philip Williams, Ivan Titov, and Rico Sen-
nrich. 2020. Improving massively multilingual neu-
ral machine translation and zero-shot translation. In
Proceedings of the 58th Annual Meeting of the Asso-
ciation for Computational Linguistics, pages 1628–
1639, Online. Association for Computational Linguis-
tics.

A ATHAR Data Sources

We drew 66 000 sentence pairs from 18 classical
works spanning the 8th–14th centuries . The four
largest sources (≤ 6000 sentence pairs each) are
the History of al-Tabari, The Muqaddimah, The
Book of Revenue, and The Travels of Ibn Battuta;
complete counts appear in Table 4

B Data Samples

Table 5 provides examples of classical Arabic text
samples along with their English translations. Each
row presents a segment of Arabic text followed by
its corresponding English translation.

C Preprocessing: Flipped Cells in Data
Collection

During the scraping process, we encountered dif-
ficulties in extracting the English and Arabic texts
from the containers (cells) because the Arabic texts
were sometimes labeled as “flex-right” and English
texts as “flex-left” in many instances, with the po-
sitions reversed in other cases. To address this, we
counted the number of Arabic and English charac-
ters in each label and assigned the language based
on the predominance of characters from either al-
phabet. Examples of such inconsistencies are pro-
vided below, where the labels for “flex-right” and
“flex-left” are swapped, complicating the identifica-
tion process:
Example of Arabic Text on The Left and English Text on
The Right:
<div class="flex">
<div class="flex-right">
<span>"Farewell my brother, whom it was my duty
to help. The blessings and the mercy of God upon
you"</span>
</div>
<div class="flex-left">

é�KA¿QK. ð é<Ë @ �éÔgPð é 	̄ Aª�@
 	�Q�� 	®ÖÏ @ p


B@ AîE




@ ½J
Ê« ÐC�Ë@ð

</div>
</div>

Example of Arabic Text on The Right and English Text on
The Left:

<div class="flex">
<div class="flex-right">

l .�

' @ñmÌ'@ 	áÓ É�̄



@ Y
K @ñ 	®Ë @ �I��
Ëð ; úÎ�JJ. ÖÏ @ 	áÓ Q��»



@ ú 	̄ AªÖÏ @ð

</div>

<div class="flex-left">

<span>"There are more healthy men than sick, after

all, and good fortune is no less common than

bad"</span>

</div>

</div>

D Few-shot Sweep for Llama-2-7B

Table 6 reports the performance of Llama-2-7B
across a range of few-shot settings. The goal of
this sweep is to investigate whether the lack of im-
provement compared to zero-shot evaluations is
attributable to model-specific limitations or to sen-
sitivity with respect to the number of shots. The
results indicate that performance does not consis-
tently improve with additional demonstrations, sug-
gesting that the observed sensitivity is not primarily
due to the number of shots.
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Table 4: Primary sources in the ATHAR corpus, with century and topical domain.

Title Century Topic # sentences

ø
 Q�.¢Ë@ t�'
PA
�K (History of al-Tabari) 10th Universal history 9,591

PA �	¢�	JË @ �é 	®m�
��' (The Travels of Ibn Battuta) 14th Travelogue 9,591

	àðYÊ 	g 	áK. @ �éÓY�®Ó (The Muqaddimah of Ibn Khaldun) 14th Historiography & sociology 7,756

È@ñÓB@ (The Book of Revenue) 9th Economics & public finance 7,420

YK
Q 	®Ë @ Y�®ªË@ (The Unique Necklace) 10th Adab anthology 5,295

Q 	£A 	JÖÏ @ (The Optics) 11th Optics & scientific method 4,148
�éJ
 	®�ñJ
Ë @ 	á�AjÖÏ @ ð �éJ
 	K A¢Ê�Ë@ PX@ñ 	JË @ (The Sultan’s Anecdotes and Yusuf’s Merits) 12th Biography 4,086
	­J
Ë


A�JË @ 	á« 	Qj. « 	áÖÏ 	­K
Qå��JË @ (The Method of Healing) 10th Medical encyclopedia 3,164

�èQ» @ 	YÖÏ @ PAJ. 	k


@ ð �èQå 	�AjÖÏ @ P@ñ ��	� (Anecdotes of the Session and Stories of Recollection) 10th Social& cultural history 3,164

I. ¢Ë@ ú

	̄ 	àñ	KA �®Ë @ (The Canon of Medicine) 11th Medicine encyclopedia 2,507

PAJ. �J«B@ (The Book of Reflection) 12th Autobiographical narrative 2,286
�éËA�QË@ (The Epistle) 9th Islamic jurisprudence 2,001

ZC 	jJ. Ë @ (The Book of Misers) 9th Satirical anecdotes (misers) 1,622
�é�
�	«C�J. Ë @ �i. �î

�	E (The Path of Eloquence) 10th Religious sermons 1,559

ÐA ��Ë@ hñ�J 	̄ (Fattouh al-Sham) 9th Military history 620

Q�
�Ë@ð ��C 	g


B@ (Ethics and Conduct) 11th Ethics & philosophy 603

	àA 	¢�®K
 	áK. ú
k (Hayy ibn Yaqdhan) 12th Philosophical novel 435

ÐA 	J�B@ (The Book of Idols) 9th Pre-Islamic religion 195

Total 18 works — 66,043
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Arabic English

, © 	JÖÏ @ úÎ« @ñÓAg ÕËð , @XA��J�̄ @ �i ��Ë@ð AgC�@ É 	jJ. Ë @ @ñÖÞ� ÕËð
ÕËð ?©J
�
 	��JËAK. Aëñ	KQ�̄ð , �èA�@ñÒÊË @ñJ.�	� ÕËð ; Ð 	QmÌ'@ úÍ@
 èñJ.�	�ð
�
É�̄ð , YÒmÌ'@ ú


	̄ @ðYë 	P ÕËð ? Cêk. �èQ�K


B@ð , A 	̄Qå� Xñm.Ì'@ @ñÊªk.

Ð 	YËAK. ÑêËA 	®�Jk@

Why do they call avarice ‘ improvement’ and meanness
‘economy’? Why do they embrace cupidity and equate it with
resolve while condemning generosity by likening it to waste?
Why do they portray benevolence as extravagance and depict
unselfishness as folly? Why are they so indifferent to the
praise or blame of others

�	àA
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Z� @Y«

The Muzaynah had an idol called Nuhm. They used to name
their children ‘Abd-Nuhm, after it. The cus- todian of Nuhm
was called Khuza’i ibn-’Abd-Nuhm of the Muzaynah, and
more specifically of the banu-’Ida

ú
���æ �k A�J


�	K
��YË@ �I.

�ë
�	Y��K B

� �
ÈA��̄ �ÐC ���Ë@ é� �J


�
Ê �« é�

��<Ë @
�
Èñ �� �P

��	à
�

@ A 	J 	ªÊK. ð

@ñ�	K A
�
¿ A �Ò

�
» �é�	Kð �Y�J. �ª�K
 �é� ��

�
Ê�	m
�Ì'@ ø


	X� ú
�
Î �« ��ðX Z� A ��

	��
��HA�J


�
Ë
�

@
��
½ �¢ �����
�é�	Kð �Y�J. �ª�K


We have been told that the Apostle of God once said, This
world shall not pass away until the buttocks of the women of
Daws wiggle again around dhu-al-Khalasah and they worship
it as they were wont to do before Islam
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Thus colic may be cured by purging the small intestine of the
material giving rise to it, but this requires time. On the other
hand one may give relief speedily, but only at the risk of worse
harm in the end. Thus, it is possible to apply remedies which
will in a case of colic at once make the painful part insensible
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If the light in that place becomes stronger and the eye glances
at the object from that distance at which its motion was not
perceived at first, sight will be able to perceive the strongly
illuminated object

Èñ�ñË@ @ñÓ@Pð I. 	KAg. É¿ 	áÓ 	áîE. @ñ�̄Ygð 	áîD
Ê« Ðñ�®Ë@ ��Q 	®�J 	̄
	áîD
Ë @
 @ñ 	KYK
 B ZA� 	�Ë @ È 	Q�K ÕËð CJ
�.� ½Ë 	X úÍ@
 @ðYm.�'
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BAK. Z A� 	�Ë @ �HPXAK.

The Romans encircled them, but as soon as anyone came near,
the women would break his horse’s legs with the pegs and
when he thus fell down, would smash up his face

Table 5: Samples of classical Arabic texts and their English translations from classical sources.
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Model Llama-2-7B

Few-shot (k) METEOR ↑ ROUGE-L ↑ SacreBLEU ↑
1 0.050 0.077 0.4
2 0.064 0.061 0.6
3 0.089 0.093 0.4
5 0.065 0.065 0.4

Table 6: Few-shot results for
meta-llama/Llama-2-7b-hf with k ∈ {1, 2, 3, 5}.
Performance is measured using METEOR, ROUGE-L,
and SacreBLEU.
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