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Abstract

We present an overview of the AraGenEval
shared task, organized as part of the Arabic-
NLP 2025 conference. This task introduced
the first benchmark suite for Arabic authorship
analysis, featuring three subtasks: Authorship
Style Transfer, Authorship Identification, and
AI-Generated Text Detection. We curated high-
quality datasets, including over 47,000 para-
graphs from 21 authors and a balanced corpus
of human- and AI-generated texts. The task at-
tracted significant global participation, with 72
registered teams from 16 countries. The results
highlight the effectiveness of transformer-based
models, with top systems leveraging prompt en-
gineering for style transfer, model ensembling
for authorship identification, and a mix of mul-
tilingual and Arabic-specific models for AI text
detection. This paper details the task design,
datasets, participant systems, and key findings,
establishing a foundation for future research in
Arabic stylistics and trustworthy NLP.

1 Introduction

The rise of user- and machine-generated Arabic
content across social media platforms, digital jour-
nalism, literary archives, and online educational
resources has created an urgent demand for ad-
vanced NLP tools capable of analysing, transform-
ing (Abudalfa et al., 2024; Abdu et al., 2025), and
verifying text style (El-Haj et al., 2024; El-Haj and
Ezzini, 2024). Unlike general stylistic analysis,
which seeks to characterise an author’s linguistic
footprint, Authorship Style Transfer (AST) aims
to actively modify a given text to reflect the stylis-
tic features of a target author while preserving its
semantics. Meanwhile, the proliferation of Ara-
bic content generated by large language models
(LLMs) has raised the stakes for AI-generated text
detection systems (Zmandar et al., 2023). As the
line between human and synthetic writing becomes
increasingly blurred, particularly in Arabic with its

orthographic and dialectal variability, it is critical
to establish robust benchmarks and methodologies
for style manipulation (Mughaus et al., 2025) and
content authenticity assessment. Prior efforts in
Arabic readability modelling (El-Haj and Rayson,
2016) and corpus development (El-Haj and Koulali,
2013) have laid essential groundwork for Arabic
linguistic resource creation, but there remains a
significant gap in structured evaluations targeting
stylistic transformation and AI-authored text detec-
tion.

To address this need, we launched the Ara-
GenEval Shared Task, hosted at the ArabicNLP
2025 conference (co-located with EMNLP 2025).
AraGenEval complements prior Arabic NLP shared
tasks (Malaysha et al., 2024) and aims to fill a crit-
ical gap in Arabic style transfer and authorship
detection, where no dedicated benchmark has pre-
viously been released. AraGenEval features three
subtasks designed to advance research in Arabic
authorial style processing:

1. Authorship Style Transfer (AST): Given a
formal Arabic input, generate a stylistically
faithful version in the voice of a specific au-
thor from a curated set of 21 classical and
modern writers.

2. Authorship Identification: Determine the
most likely author for a given text segment
using multiclass classification.

3. ARATECT (Arabic AI-Generated Text De-
tection): Distinguish between human- and
LLM-generated Arabic texts across news and
literary genres.

Motivation
The motivation behind AraGenEval is both linguis-
tic and socio-technical. Authorship style transfer
(AST) offers valuable insights into how stylistic
signals operate in Arabic, supporting applications
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such as educational feedback, personalisation, and
literary imitation, while addressing the typolog-
ical and orthographic characteristics of the lan-
guage (Alqahtani and Yannakoudakis, 2022). At
the same time, Arabic authorship identification and
AI-generated text detection have become increas-
ingly important for digital forensics, media ver-
ification, and preserving cultural authenticity, as
demonstrated by recent work on stylometric detec-
tion of LLM-generated Arabic text (Al-Shaibani
and Ahmed, 2025) and competitive system develop-
ment in shared evaluation tasks (Chowdhury et al.,
2024; AL-Smadi, 2025). Furthermore, studies
show that models trained on English frequently fail
to generalise to Arabic due to differences in script,
morphology, and dialectal variation, underscoring
the need for dedicated Arabic-specific evaluation
frameworks (Al-Shaibani and Ahmed, 2025).

Challenges
Arabic presents unique challenges for AST and
detection:

• Stylistic Variation: Arabic exhibits a contin-
uum of registers from Modern Standard Ara-
bic to regional dialects, with authorial voice
often tied to historical, literary, or journalistic
contexts (Habash, 2010).

• Data Sparsity: Compared to English, there
are far fewer large-scale, author-labelled Ara-
bic corpora (El-Haj and Koulali, 2013; El-Haj
and Ezzini, 2024).

• Morphological Richness: Arabic’s complex
morphology makes it harder to isolate stylis-
tic features from lexical ones (El-Haj et al.,
2018).

AraGenEval
AraGenEval1 offers a unified framework and high-
quality datasets to benchmark models on these chal-
lenges. We collected over 47,000 human-written
paragraphs from 21 classical and modern Arabic
authors, and curated a balanced corpus of human-
and AI-generated news and literary texts. Sub-
missions were evaluated via BLEU and chrF for
generation, macro-F1 for multiclass classification,
and accuracy/F1 for binary classification.

The task received strong engagement from the
global NLP community:

1AraGenEval URL: https://ezzini.github.io/
AraGenEval

• 72 teams registered (115 participants in total).

• 37 unique submissions to the leaderboard
across the three subtasks.

• 16 countries, including: India, Pakistan, Saudi
Arabia, Qatar, Tunisia, Egypt, Palestine, Al-
geria, Morocco, Japan, Vietnam, UAE, Spain,
UK, US, and France.

AraGenEval contributes the first benchmark
suite tailored for Arabic authorship manipulation
and AI-authorship detection, and sets the founda-
tion for future research in Arabic stylistics, forensic
linguistics, and trustworthy NLP.

2 Related Work

Authorship Style Transfer (AST) is a special-
ized task in natural language generation that modi-
fies the stylistic elements of a text, such as lexical
choice, syntactic patterns, and rhetorical flourishes,
to mimic a target author’s voice while preserving
the original content. Unlike broader Text Style
Transfer (TST), AST specifically targets writer-
specific traits, including narrative tone, sentence
complexity, and idiosyncratic phrasing. The focus
of TST was to modifies stylistic attributes (e.g.,
politeness, formality, sentiment) of text while pre-
serving its core content.

Recent advances in deep learning and LLMs
have significantly advanced TST research, enabling
more nuanced and convincing stylistic adaptations.
The researchers use different methods and ap-
proaches to solve this challenge. Supervised ap-
proaches use parallel data with encoder-decoder
models (e.g., sequence-to-sequence) (Hu et al.,
2022; Gong et al., 2019) that models the problem as
a translation task. Other approaches include copy
mechanism (Pan et al., 2024; Chawla and Yang,
2020) proposed to better support sections of text
which should not be changed (e.g., some proper
nouns and rare words) (Merity et al., 2016). (Hu
et al., 2017) exploited deep learning methods like
Variational Autoencoders (VAE) and Denoising Au-
toencoders (DAE) to modify textual styles while
preserving the original content. They utilize the
VAE framework to learn the latent representation
of text and employ a style classifier to discern the
style attribute vector.

Authorship Identification is the task of deter-
mining the author of a text from a set of known
candidates (Mosteller and Wallace, 1963). The
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field is historically rooted in stylometry, the quan-
titative study of literary style, which operates on
the premise that authors have unique linguistic "fin-
gerprints" (Mosteller and Wallace, 1963; Lagutina
et al., 2019). Traditional approaches involved man-
ually engineering a wide array of lexical and syntac-
tic features, including word frequencies, sentence
lengths, and punctuation usage, and using them to
train classical machine learning classifiers, includ-
ing logistic regression, Naive Bayes, and support
vector machines (SVM) (Aborisade and Anwar,
2018; Bacciu et al., 2019). However, the advent of
deep learning marked a paradigm shift, moving the
field from manual feature engineering to automated
feature extraction (Bauersfeld et al., 2023; Huang
et al., 2025). Recently, machine learning methods
have explored recurrent neural networks (RNNs)
(Bagnall, 2015), long short-term memory networks
(LSTMs) (Qian et al., 2017), convolutional neu-
ral networks (CNNs) at character and word levels
(Ruder et al., 2016; Shrestha et al., 2017), and hy-
brid Siamese or attention-based networks (Boen-
ninghoff et al., 2019; Saedi and Dras, 2021). With
the rise of pre-trained language models, BERT and
its variants (Devlin et al., 2019; Fabien et al., 2020;
Huertas-Tato et al., 2022) have become the domi-
nant paradigm, often enhanced by supervised con-
trastive learning (Khosla et al., 2020). While effec-
tive, they remain challenged by cross-domain gen-
eralization and explainability (Rivera-Soto et al.,
2021). More recently, LLMs have been applied for
feature extraction, annotation, and even end-to-end
attribution, showing promise in domain transfer
and interpretability (Brown et al., 2020; Huang
et al., 2024, 2025).

Within Arabic NLP, authorship identification
has been investigated across diverse genres, from
classical literature and poetry to modern social
media. Shared tasks such as PAN/CLEF (Rosso,
2017) on author profiling and AraPlagDet (Ben-
salem et al., 2015) on plagiarism detection pro-
vided early benchmarks, though neither directly
addressed multi-author attribution in Arabic. A re-
cent survey of 27 Arabic studies highlights large
performance variability, driven by differences in
genre, feature design, and dataset size, and em-
phasizes the difficulty posed by morphology and
diglossia (Alqahtani and Dohler, 2023). More re-
cent advances demonstrate the advantage of Arabic-
specific pre-trained models such as AraBERT (An-
toun et al., 2020a), AraELECTRA (Antoun et al.,
2020b), and CAMeLBERT, which consistently out-

perform multilingual baselines on tasks including
attribution of classical poetry and Islamic legal
texts (AlZahrani and Al-Yahya, 2023; Alqurashi
et al., 2025). Nevertheless, cross-domain transfer
remains a persistent challenge, as models trained on
social media rarely generalize to literary or journal-
istic prose. The lack of unified, large-scale Arabic
benchmarks makes systematic evaluation difficult,
a gap that AraGenEval seeks to fill by providing
a multi-genre, multi-author benchmark for Arabic
authorship identification.

Arabic AI-Generated Text Detection is framed
as a binary classification task, aiming to determine
whether a given text was authored by a human
or produced by a machine. Approaches applied
to this task are typically grouped into four main
categories (Wu et al., 2025): (i) statistics-based
methods, which exploit entropy or n-gram distribu-
tions to capture distributional irregularities in ma-
chine text (Shen et al., 2023; Mitchell et al., 2023);
(ii) neural-based methods, including fine-tuned
transformers such as BERT and RoBERTa, which
achieve strong performance but face robustness
challenges under adversarial conditions (Ippolito
et al., 2020; Li et al., 2025); (iii) watermarking ap-
proaches, embedding token-level or hidden-space
signals to enable proactive detection (Kirchenbauer
et al., 2023; Zhao et al., 2023); and (iv) LLM-as-
detector frameworks, where large models them-
selves are used to classify or explain text origins
(Wang et al., 2024b; Su et al., 2025).

Recent work has also explored leveraging
Arabic-specific transformer architectures for gener-
ative text detection, highlighting both linguistic and
orthographic challenges in low-resource settings
(Alshammari and Elleithy, 2024). To standard-
ize evaluation, recent benchmarks such as Mul-
tiSocial (Macko et al., 2025), XDAC (Go et al.,
2025), and M4GT-Bench (Wang et al., 2024b) test
cross-domain generalization, while shared tasks
like SemEval-2024 Task 8 (Wang et al., 2024a),
the GenAI Content Detection Task on academic
essay authenticity (Chowdhury et al., 2024), and
the M-DAIGT challenge (Lamsiyah et al., 2025)
and , and the GenAI Content Detection Task 3,
which focused on detector performance in a set-
ting with a large but fixed set of known domains
and models (Dugan et al., 2025). However, the
field still lacks large-scale, standardized bench-
marks and shared tasks for Arabic. Addressing
this gap, recent evaluation on the AIRABIC dataset
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demonstrates that current detectors like GPTZero
and OpenAI’s Text Classifier struggle with Arabic,
especially in the presence of diacritics, revealing
detection accuracy as low as 30% and underscor-
ing design limitations in Semitic language contexts
(Alshammari and Ahmed, 2023). Motivated by
this gap, AraGenEval’s ARATECT subtask pro-
poses the first multi-genre evaluation framework
dedicated to Arabic AI-generated text detection.

3 Data Collection and Selection

3.1 Authorship Style Transfer

We began by gathering works from 21 distinct au-
thors with all sources publicly accessible. For each
author, a selection of 10 books was made. The
texts were then divided into coherent paragraphs
using the Natural Language Toolkit (NLTK)2. In
particular, this tool was employed to partition the
material into segments of 2048 characters, ensur-
ing no overlap between sections. Furthermore, the
word_tokenize function from NLTK was applied to
tokenize the paragraphs, after which any segment
exceeding 2048 tokens was excluded. We then
employed the GPT-4o mini LLM to convert the
selected paragraphs into a more formalized stan-
dard style. The prompt utilized for this process is
presented in Listing 1.

Listing 1: Prompt Applied in Building the Arabic Style
Transfer Dataset

{"role": "system",
"content": "You are a helpful assistant."},
{
"role": "user",
"content": f"Rewrite the following text in

Modern Standard Arabic (MSA) while
maintaining its original meaning but
changing the style to be more formal,
neutral, and consistent with modern
writing standards. Ensure the language is
polished and does not reflect the
author's original stylistic features:
{text}"}

We selected parallel source–target pairs that
could be accommodated within the context length
restrictions of the LLMs under evaluation, as the
generated texts were relatively long. For tokeniza-
tion, the jais-family-13b-chat model was employed
to process these pairs. Only instances in which
the total number of tokens across both source and
target texts was under 1900 were preserved. We

2https://www.nltk.org

divided the collected dataset into three sets: train-
ing, validation, and testing. A statistical overview
is provided in Table 1.

Author Train Test Val
A. Amin 2892 594 246
A. T. Pasha 804 142 53
A. Shawqi 596 46 58
A. Rihani 1557 624 142
T. Abaza 755 191 90
G. K. Gibran 748 240 30
J. Zaydan 2762 562 326
H. Hanafi 3735 1002 548
R. Barr 2680 512 82
S. Moussa 984 282 119
T. Hussein 2371 534 253
A. M. Al-Aqqad 1820 499 267
A. G. Makawi 1520 464 396
G. Le Bon 1515 358 150
F. Zakaria 1771 294 125
K. Kilani 399 109 25
M. H. Heikal 2627 492 260
N. Mahfouz 1630 343 327
N. El Saadawi 1415 382 295
W. Shakespeare 1236 358 238
Y. Idris 1140 349 120

Table 1: Authorship style transfer dataset statistics by
author and data split.

3.2 Authorship Identification

For this task, we employed the same dataset de-
scribed in Section 3.1. However, rather than using
the ground truth text as the target text, we assign the
author’s name as the label, since this task involves
multiclass classification rather than text generation.

3.3 Arabic AI-Generated Text Detection
(ARATECT)

To support the ARATECT subtask, we created a
dataset specifically designed to train and evaluate
systems for detecting AI-generated news articles in
Arabic.

The first step involved collecting 2,900 news ar-
ticles from multiple categories from two Arabic
news websites, Al Jazeera3 and Hespress4, to rep-
resent human-written samples across a variety of
categories. To generate AI-written counterparts,
we extracted the titles from these human-written
articles and used them as input prompts. The con-
tent of the original articles was used to guide the
AI in mimicking human writing style. After filter-
ing and qualitative analysis, we selected a subset
of 2,400 total articles to move forward with. Sev-
eral high-performing reasoning and non-reasoning

3https://www.aljazeera.net
4http://hespress.ma
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language models were employed to generate the AI-
written news content, including variants of Gemini
(Gemini-2.5-pro) and GPT (gpt-3.5, gpt-4o-mini,
gpt-4o, gpt-o4-mini). Each model was prompted
using a standardized prompt shown in Listing 2.

Using this prompt on the 2,400 human-written
articles, we generated 2,400 AI-generated coun-
terparts using different LLMs, resulting in a train-
ing set of 4,800 samples. This training set was
used to fine-tune a baseline model for detecting
AI-generated news articles in Arabic.

For the test and development sets generation, we
used an agent-based approach incorporating the
aforementioned fine-tuned detection model into the
pipeline illustrated in Figure 1. In this pipeline, we
engage in an iterative interaction with the LLM:

• The model is first prompted to generate a news
article based on a given title and writing style.

• The generated text is then evaluated by the
baseline model.

• If the text is flagged as AI-generated, we in-
form the LLM that its previous output was
detected as such, and request a new version.

• This process is repeated until the generated
text is either classified as human-written (it is
included in the dataset) or a predefined itera-
tion threshold ni is reached (we move to the
next example).

As a final result, we obtained a balanced dataset
of 5,800 news article samples, containing both
human-written and AI-generated texts, split into
4,800 for training, 500 for development, and 500
for testing to support comprehensive model evalua-
tion.

4 Subtasks with Evaluation Tracks

We ran three subtasks via CodaBench platform with
two main phases, development and testing phases.

4.1 Authorship Style Transfer
This subtask challenges participants to develop sys-
tems that can rewrite a given formal Arabic text
to emulate the distinct style of a specific author,
while ensuring the original meaning of the text is
preserved. The evaluation of the generated text is
based on its closeness to the target author’s style.
The primary metric for this task is the BLEU score,
which measures the correspondence between the

Listing 2: Prompt’s Key Components for Generating
News Articles
-- Each time this prompt is used, a role is

randomly selected to influence the
assistant writing style.

-- Randomly select one of the following
journalist roles:

Role Definition:
- "You are Tarik Mekouar, an expert

Arabic journalist. Here is an
example of how Tarik wrote:
{first_paragraph}".

- "You are Amal Kanin, a professional
Arabic news writer with a focus on
clear, unbiased reporting. Here is
an example of how Amal wrote:
{first_paragraph}".

- "You are Youssef Yaakoubi, a
friendly and engaging Arabic
journalist, writing in an
easy-to-understand style. Here is
an example of how Youssef wrote:
{first_paragraph}".

- "You are Manal Lotfi, an opinion
Arabic writer, focusing on
offering personal insights on
current news. Here is an example
of how Manal wrote:
{first_paragraph}".

-- Instructions:

Write a '{article_length}'-word news article
about the following topic : '{title}'.

Focus only on the article content. Do not
include a title.

machine-generated output and high-quality refer-
ence translations. Additionally, the chrF score is
used as a secondary metric, which evaluates char-
acter n-gram precision and recall, providing a more
granular assessment of stylistic similarity.

4.2 Authorship Identification

The goal of this subtask is to identify the author
of a given Arabic text from a set of 21 possible
authors. This is a multiclass classification prob-
lem where systems are expected to analyze the
stylistic features of the text to make an accurate
prediction. The primary evaluation metric is the
Macro-F1 score, which calculates the F1 score for
each author independently and then averages them,
treating all classes equally. Accuracy, the propor-
tion of correctly identified authors, serves as the
secondary metric.
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Figure 1: News generation pipeline for subtask 3

4.3 Arabic AI-Generated Text Detection
This subtask, also known as ARATECT, focuses
on distinguishing between human-written and AI-
generated Arabic texts. Participants are tasked with
building a binary classification model to detect
AI-generated content within the domain of Arabic
news. The performance of the systems is evaluated
primarily based on the F1-Score, which provides a
balance between precision and recall. Accuracy is
used as a secondary metric to measure the overall
correctness of the classification.

4.4 Participants Systems
4.4.1 Subtask 1: Authorship Style Transfer
For the Authorship Style Transfer task, partic-
ipants explored a range of generative models
and fine-tuning strategies. The winning team,
ANLPers (Nacar et al., 2025), achieved top per-
formance by employing prompt engineering with
AraT5, framing the task as an explicit natural lan-
guage instruction in Arabic. This was followed
by Nojoom.AI (KARA ACHIRA et al., 2025),
who fine-tuned several pre-trained Seq2Seq models,
including mBART and AraT5, and incorporated
LoRA for efficient adaptation. The third-place
team, MarsadLab (Biswas et al., 2025b), also
leveraged parameter-efficient fine-tuning, applying

LoRA to instruction-following Arabic LLMs like
Qwen2.5-7B-Instruct. Other teams, such as Osint
(Agrahari et al., 2025), fine-tuned an AraT5-based
encoder-decoder model with author conditioning.

4.4.2 Subtask 2: Authorship Identification
The Authorship Identification task saw a va-
riety of approaches, from complex ensembles
to traditional machine learning. The winning
team, Sebaweh (Helmy et al., 2025), developed
a robust ensemble model that combined four
fine-tuned transformer-based models: AraBERT,
CAMELBERT, Arabic XLM-ROBERTa, and
GATE-AraBERT. The third-place team, Ather-
ship (Samir et al., 2025), also used an ensem-
ble approach with a dual-model logit fusion of
AraBERT and AraELECTRA. The fourth-place
team, MISSION (ALHARBI, 2025), fine-tuned the
ALLaM-7B-Instruct-preview model using prompt
engineering. In contrast, the eighth-place team,
Amr&MohamedSabaa (Sabaa and Sabaa, 2025),
demonstrated the effectiveness of traditional meth-
ods by combining word-level and character-level
TF-IDF features with a Logistic Regression clas-
sifier. Other participants, such as NLP_wizard
(Hany, 2025), used a lightweight approach with
pre-trained XLM-ROBERTa embeddings fed into
classical classifiers like LinearSVC. Jenin (Malhis
et al., 2025) team conducted a layer-wise analy-
sis of the fine-tuned BERT model to locate where
author-discriminative signals emerge and how the
model encodes style.

4.4.3 Subtask 3: Arabic AI-Generated Text
Detection

For the ARATECT task, participants employed a
diverse set of models and techniques. The win-
ning team, LMSA (Zita et al., 2025), used an
ensemble-based framework that integrated multi-
lingual and Arabic-specific models, namely Fa-
nar, AraBERT, and XLM-RoBERTa, with a ma-
jority voting strategy. The third-place team, MIS-
SION (ALHARBI, 2025), fine-tuned AraModern-
BERT on a combination of the official dataset
and an external dataset. The fourth-place team,
PTUK-HULAT (Duridi et al., 2025), fine-tuned
multilingual transformer models based on XLM-
ROBERTa. The fifth-place team, BUSTED (Zain
et al., 2025), conducted a comparative study of Ara-
ELECTRA, CAMELBERT, and XLM-ROBERTa,
finding that the multilingual XLM-ROBERTa per-
formed best. Other notable approaches included
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CUET-NLP_Team_SS306’s use of a chunking
strategy with AraBERT to handle long input
sequences (Nath et al., 2025) and REGLAT’s
morphology-aware AraBERT model (Labib et al.,
2025).

4.5 Results

This section presents the results for each of the
three subtasks. A total of 37 unique submissions
were made to the leaderboard across all tasks.

4.5.1 Subtask 1: Authorship Style Transfer
The results for the authorship style transfer task
are shown in Table 2. The top-performing sys-
tems achieved BLEU scores around 24.5. Team
ANLPers secured the first place with a BLEU score
of 24.58, closely followed by team Nojoom.AI
with a score of 24.46.

4.5.2 Subtask 2: Authorship Identification
The authorship identification task was highly com-
petitive. As shown in Table 3, the top 11 par-
ticipants achieved high performance, with only a
10% difference in their Macro-F1 scores. Team
Sebaweh ranked first with a Macro-F1 of 0.8989,
followed by team batoolnajeh with 0.8716.

4.5.3 Subtask 3: Arabic AI-Generated Text
Detection

The results for the ARATECT subtask are pre-
sented in Table 4. The top participant, LMSA,
achieved an F1-Score of 0.8641. It is worth not-
ing that some users deleted their accounts after the
submission phase, which may indicate that they
belonged to the same team as other participants.

5 Discussion

The results from the AraGenEval shared task of-
fer several key insights into the state of Arabic
authorship analysis. Across all three subtasks,
transformer-based models were the dominant ap-
proach, demonstrating their strong capabilities in
capturing the nuances of Arabic. In the AST
task, the success of prompt-engineered and LoRA-
adapted models like AraT5 (Agrahari et al., 2025)
and Qwen (Biswas et al., 2025a) highlights a trend
towards more explicit and efficient methods for con-
trolling generative style. The top systems showed
that framing the task as a natural language instruc-
tion allows models to better leverage their pre-
trained knowledge.

The Authorship Identification task was highly
competitive, with ensemble methods proving par-
ticularly effective. The winning system’s combina-
tion of four different transformer models (Helmy
et al., 2025) and the third-place system’s logit fu-
sion (Samir et al., 2025) approach underscore the
value of model diversity to capture complementary
stylistic features. Notably, a traditional approach
using TF-IDF features also achieved a top-10 rank,
indicating that well-crafted feature engineering re-
mains a viable strategy, especially when computa-
tional resources are limited.

Challenges such as handling long documents
were addressed by some teams through chunking
strategies, showing the importance of data process-
ing in addition to model selection (Helmy et al.,
2025).

For AI-Generated Text Detection, the results
were more varied. The success of the winning
ensemble, which included both Arabic-specific and
multilingual models, suggests that a combination of
specialized and broad linguistic knowledge is ben-
eficial. The strong performance of systems based
solely on multilingual models like XLM-ROBERTa
(Zita et al., 2025) was a key finding, indicating
their robust generalization capabilities for detect-
ing stylistic artifacts of AI generation, even when
not specifically pre-trained on large Arabic corpora.

6 Conclusion and Future Work

The AraGenEval shared task successfully estab-
lished the first comprehensive benchmark for Ara-
bic authorship style transfer, identification, and
AI-generated text detection. The strong partici-
pation and the variety of systems submitted under-
score the growing interest and need for research
in this area. The results confirm the effectiveness
of transformer-based architectures across all three
subtasks, with specific strategies like prompt engi-
neering, model ensembling, and the use of multi-
lingual models leading to top performances. The
task also highlighted the continued relevance of tra-
ditional feature-based methods and the importance
of robust data handling techniques.

Future work should build on the foundation laid
by this shared task. For style transfer, research
could explore more advanced controllable genera-
tion techniques and develop more nuanced evalua-
tion metrics that go beyond surface-level similarity.
For authorship identification, expanding the dataset
to include more authors, genres, and dialects would
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Rank Team Participant BLEU chrF Paper Submitted System Used
1 ANLPers omarnj 24.58 59.01 Yes Prompt Engineering with AraT5
2 Nojoom.AI nojoom 24.46 59.33 Yes Fine-tuned mBART and AraT5
3 MarsadLab rafiulbiswas 20.30 52.56 Yes LoRA with Qwen2.5-7B-Instruct
4 Osint shifali 19.87 54.97 Yes Fine-tuned AraT5
5 PSAU-Wadi moh55mm5 0.13 26.60 No -
6 - syedsaba 0.00 0.27 No -
7 - tejasree 0.00 0.18 No -
8 Neuiry_st baoflowin502 0.00 0.01 No -

Table 2: Leaderboard for Subtask 1: Authorship Style Transfer. The ranking is based on the primary metric, BLEU.

Rank Team Participant F1-Score Accuracy Paper Submitted System Used
1 Sebaweh muhammad-helmy 0.8989 0.9242 Yes Ensemble of 4 Transformers
2 - batoolnajeh 0.8716 0.9086 No -

3 Athership moamin007 0.8597 0.8952 Yes
Logit Fusion of AraBERT

& AraELECTRA
4 MISSION 7h4m3r 0.8375 0.8905 Yes Fine-tuned ALLaM-7B-Instruct
5 Jenin jenin 0.8347 0.8738 Yes Fine-tuned AraBERT
6 ANLPers omarnj 0.8314 0.8752 Yes Fine-tuned CAMEL-BERT
7 MarsadLab rafiulbiswas 0.8282 0.8650 Yes Fine-tuned AraBERTv2

8
Amr&
MohamedSabaa

mohamedsabaa 0.8274 0.8890 Yes
TF-IDF with

Logistic Regression
9 CIOL tasnim_meem 0.8267 0.8641 Yes Fine-tuned CAMEL-BERT

10 NLP_wizard nlp_wizard 0.8130 0.8528 Yes
XLM-R Embeddings

+ LinearSVC
11 Osint shifali 0.7967 0.8334 Yes Fine-tuned AraBERTv2
12 Couger AI sabarinathan1 0.3676 0.6707 No -
13 - syedsaba 0.0078 0.0317 No -

Table 3: Leaderboard for Subtask 2: Authorship Identification. The ranking is based on the primary metric,
Macro-F1 Score.

enable the development of more generalizable mod-
els. For AI text detection, future tasks should incor-
porate text generated by newer and more diverse
LLMs, as well as adversarial examples, to test the
robustness of detection systems. Finally, fostering
the development of more high-quality, large-scale
Arabic datasets will be crucial for advancing re-
search in all aspects of Arabic NLP.

Limitations

While the AraGenEval shared task provides a valu-
able contribution, several limitations should be
acknowledged. The authorship transfer dataset,
though carefully curated, is confined to a specific
set of 21 authors and primarily covers the literary
domain. This may limit the generalizability of the
developed systems to other genres, such as social
media or scientific writing. For the AI-generated
text detection subtask, the training data was pro-
duced by a finite set of LLMs available at the time
of dataset creation; detection models may not be
robust against newer, more advanced generative
models. Furthermore, the evaluation metrics, while

standard, have known limitations. BLEU and chrF
for style transfer do not fully capture stylistic fi-
delity or semantic preservation, and F1-score for
classification tasks does not account for the sub-
tlety of errors. Finally, the competitive nature of
a shared task, with its inherent time and computa-
tional constraints, may have prevented teams from
exploring more complex or resource-intensive ap-
proaches.
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